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Style names are located
 on front fan assembly

Freestanding cells 
CELxxx-F15*, 
CELxxx-F20*, 
CELxxx-V15*, 
CELxxxV20*

Rack Mounted Cells
CELxxxxx-F15*, 
CELxxxxx-F20*, 
CELxxxxx-V20*,
CELxxxxx-V28

LIB580804-BAS, 
LIB581608-BAS, 
LIB583216-BAS,
 FS141x-xxx
FS160805-BAS,
 FS161608-BAS

* where x = 
number representing
 processor count, 
speed, cache size
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Style names are located 
on rear main assembly

CAS7000405-CR,
CAS7000410-ES, 
CAS7000420-GS, 
CAS7000430-GD,
CAS7000440-GD,
ACLxxxxxxx-GS*, 
ACLxxxxxxx-GD*
ACLxxxxxxx-GD2*,
ACLxxxxxxx-GS2*

* where x = 
number representing
processor count, 
speed, cache size
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ES7000/Classic, ClearPath Dorado 2XX
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Style names are located 
on upper left front 
cabinet frame assembly

APA1100-BAS, 
APA21001-BAS, 
APA21002-BAS, 
APA2100-BAS, 
APA278002-BAS, 
APA3016BAS, 
APA7120-BAS,
CMP7xxxxxxX-GS*, 
CMP7xxxxxxX-GD*

*where x = 
number representing 
processor count, 
speed, cache size
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Dell Based D4x00, D63x0, D83x0, L4x00, L63x0, L83x0 ClearPath Models

	Server
	Cabinet Door Style
	Badge Identifier
	Style Label /
Frame Identifier
	Disassembly Instructions

	
Dell Servers in 42U Frames


	
[image: ]
	


[image: ]
	
[image: ]
Style names are located 
on upper left front 
cabinet frame assembly

RCK4219421-CAB RCK4219422-AXP 
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See ClearPath Dorado 3XX,4XX, 7XX, 8XX
Series for basic End-of-Life Disassembly
Cabinet Level Instructions






ES3000 (Dell Power Edge) Models

	Server
	Unisys Model Name
	Dell Equivalent 
Model Name
	Description
	Disassembly Instructions

	[image: ]
	ES3005
	PE1655MC
	Blade Server
	Dell PowerEdge Tear-down Instructions
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	Dell Branded Only
	PE1900
	2-socket, Quad-core Tower Server
	Dell PowerEdge Tear-down Instructions
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	ES3215L
	PE1950
	2-socket, Quad-core 1U Rack Server
	Dell PowerEdge Tear-down Instructions
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	Dell Branded Only
	PE1955
	2-socket, Quad-core Blade Server
	Dell PowerEdge Tear-down Instructions
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	ES2026
	PE2500
	2 processor/5U Server
	Dell PowerEdge Tear-down Instructions
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	ES2026L
	PE2550
	2 processor/2U Server
	Dell PowerEdge Tear-down Instructions
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	ES3020
	PE2600
	2 processor/5U Server - XP
	Dell PowerEdge Tear-down Instructions
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	ES3020L
	PE2650
	2 processor/2U Server
	Dell PowerEdge Tear-down Instructions
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	ES3120
	PE2800
	2 processor/5U Server
	Dell PowerEdge Tear-down Instructions
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	ES3120L
	PE2850
	2 processor/2U Server
	Dell PowerEdge Tear-down Instructions
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	ES3220
	PE2900
	2-socket, Quad-core Tower Server
	Dell PowerEdge Tear-down Instructions
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	ES3220L
	PE2950
	2-socket, Quad-core 2U Rack Server
	Dell PowerEdge Tear-down Instructions
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	Disassembly Instructions
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	ES2046
	PE6400
	4 Processor Server
	Dell PowerEdge Tear-down Instructions
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	ES2046L
	PE6450
	4 Processor Server
	Dell PowerEdge Tear-down Instructions
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	ES3040
	PE6600
	4 Processor/7U Server
	Dell PowerEdge Tear-down Instructions
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	ES3040L
	PE6650
	4 Processor/4U Server
	Dell PowerEdge Tear-down Instructions
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	ES3140
	PE6800
	Quad Socket, Dual Core Tower Server
	Dell PowerEdge Tear-down Instructions
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	ES3140L
	PE6850
	Quad Socket, Dual Core 4U Rack Server
	Dell PowerEdge Tear-down Instructions



Other Models

	Server
	Unisys Model Name
	Dell Equivalent 
Model Name
	Description
	Disassembly Instructions

	FS1100
	FS111x-xx
	PE6600
	SVR:Financial dual Xeon 2.2GHz with 2MB L3 Cache
	 Dell PowerEdge Tear-down Instructions

	FS1300
	FS131x3x-xxx
	PE6800
	Quad Socket, Dual Core 4U Rack Server

	 Dell PowerEdge Tear-down Instructions

	FS1700
Libra 400
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	ES3220

	PE2900
	SVR:ES3220 2.83GHz FSB 1333MHZ 2X6M CACHE
	 Dell PowerEdge Tear-down Instructions

	Libra 300


	ES3140
	PE6800
	SVR: dual 3.16GHz with 1MB L3 Cache, or four 3.66 GHz with 1MB L3 Cache
	 Dell PowerEdge Tear-down Instructions
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Authorization is hereby provided to you to copy this document provided such copies are used for non-commercial 
purposes and solely for use within your organization. No license is granted herein expressly, impliedly, by estoppel 
or otherwise under any patent or to use any trademark of Unisys Corporation or of any other party. No other rights 
under any copyrights of Unisys Corporation or any other party are granted herein, except as expressly stated 
above. This document is subject to change without notice.  
 
For more information, contact: EOL.Disassembly@unisys.com  
 
© 2009 Unisys Corporation. All rights reserved. 


 
Purpose: 


This document describes how to disassemble a device that is no longer in use in order to remove WEEE‐
identified items for disposal.  This document should not be used for any other purpose. 
 
Scope: 


This document is intended for use by end‐of‐life recyclers and treatment facilities. This document 
provides basic instructions for the disassembly of the specified Unisys supplied product and for removal 
of components and materials requiring selective treatment. 


 
Product Identification:
Marketing Style Number: ES7000/One, Dorado 3xx, Libra 6xx, FSxxxx, VSExxxx 
Description: Configured Servers 
 
 
Product Disassembly Process Index:  
 
Page# Description


2 Tools required for disassembly 
3 Location of typically installed components 
4 Remove front/rear doors 
5 Remove side panels 
6 Remove cell fascias, filler panels 
7 Remove cabinet cabling 
9 LCD/keyboard tray 


11 Remove server cell components 
17 Removing miscellaneous components 
19 Disassembly and disposal instructions for individual cell and miscellaneous component 


equipment 
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End-of-Life Disassembly Instructions for Zorro Based Products 


 


Flathead 
screwdriver 


 


 


Phillips screwdriver 


 


Torx driver 


 
Hex driver 


Wire cutters, 
Needlenose pliers 
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End-of-Life Disassembly Instructions for Zorro Based Products 


Location of typically installed components 
 


(A) Switch/hub (B) Power strips (C) Optional switch (D) Server cells 
 


 


D 


C


B


A 
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End-of-Life Disassembly Instructions for Zorro Based Products 


Removing the Front/Rear Doors 


1. Unlock the door (if included) 
by disengaging door handle 
(circled). 


 


2. Locate the latch inside on the 
upper left (circled). 


3. Using the tabbed bottom, 
pull latch slightly outward 
and swing upward to the 
right. Pull arm lever down to 
disengage and lift door off 
bottom hinge. Repeat for 
rear doors. 
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End-of-Life Disassembly Instructions for Zorro Based Products 


Removing the Side Panels  
 
4. Locate the key lock 
(circled) and tabs on side 
panel. 


5. Insert the key into the key lock, 
turn right, and depress the two 
tabs inward to remove panel.   


6. Lift the panel up and outward 
away from the frame. 
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End-of-Life Disassembly Instructions for Zorro Based Products 


Removing Cell Fascias, Filler Panels  


7. Locate the cell fascia handles (circled) and 
pull out. 


8. Locate the filler panels and remove by inserting 
fingers into the tabs (circled), and pressing inward to 
remove. NOTE: if fillers are attached with screws, 
remove the screws and lift out. 
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End-of-Life Disassembly Instructions for Zorro Based Products 


Removing Cabinet Cabling 


7. Locate the cables to be removed 
(maximum configuration not shown). 


8. Disconnect all power cables from installed 
components (some power cords not shown).  


Power 


 


2/10/2009 Unisys: End-of-Life Disassembly Instructions for Zorro Products 7 of 18 


 
 







End-of-Life Disassembly Instructions for Zorro Based Products 


 


9. Disengage and remove the remote clock 
cables (circled) by pulling the blue tab away 
from remote clock unit. NOTE: some 
configurations do not have remote clock 
units. 


10. Remove miscellaneous data I/O cables, video,  
LAN, keyboard/mouse cables, grounding straps, 
etc. 
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End-of-Life Disassembly Instructions for Zorro Based Products 


 Removing LCD/keyboard tray  


11. Locate the LCD/keyboard tray from front cabinet. 
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End-of-Life Disassembly Instructions for Zorro Based Products 


 


12. Loosen thumbscrews counterclockwise. 


 


13. Pull the LCD/keyboard tray drawer out away from 
frame. 


14. Remove the LCD/keyboard drawer from 
rails by pushing the left and right rail tabs 
inward (toward cabinet). Remove rails 
from cabinet. 


 


  


2/10/2009 Unisys: End-of-Life Disassembly Instructions for Zorro Products 10 of 18 


 
 







End-of-Life Disassembly Instructions for Zorro Based Products 


Remove Server Cell Components 
 


15. Locate the front fan assemblies. To remove, release the assembly by pressing the front tabs 
inward, then use the front handles to pull the unit away from the frame. Repeat for all installed fan 
assemblies. 
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End-of-Life Disassembly Instructions for Zorro Based Products 


 
16.  With the fan assemblies removed, locate the black front latch (highlighted in red below).  


 
 


17. Swing the latch to the right so that it is flush with cell wall. Repeat for all other installed cells. 
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End-of-Life Disassembly Instructions for Zorro Based Products 


 


18. Pull the handle out away from cell frame. Repeat for all other installed cells. 
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End-of-Life Disassembly Instructions for Zorro Based Products 


 
19. Pull the subassembly out and away from cell. Repeat for all other installed cells. 


 
20. Remove the assembly. Repeat for all installed cells. 
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End-of-Life Disassembly Instructions for Zorro Based Products 


 
21. To remove server cells, disengage the cell connect module(s) from the rear of the rack. While 


holding the pull handle on the left, disengage pull tab (A) from the top cell and hold in the unlock 
position. Next, disengage bottom cell pull tab (B). NOTE: for single cell configurations, there is 
only one pull tab spanning one cell to disengage. 


  


Top 
Cell 


A 


Bottom 
Cell 


Top 
Cell 


Pull 
handle B 


Bottom 
Cell 
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End-of-Life Disassembly Instructions for Zorro Based Products 


 
22. Remove the cell connect module from cell frame assembly. Repeat for all installed cells. 


 
 
 
23. Remove cells from main rack frame using a Phillips screwdriver. 
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End-of-Life Disassembly Instructions for Zorro Based Products 


Remove Miscellaneous Components 
 
All miscellaneous component equipment can be removed from the rack frame using standard 
tools referenced in this document. Be sure to remove cabling first. Some examples of this 
equipment are noted below. 
 


  Switches Service Processors, Storage Arrays (rear view) 


 


  


 
Service Processor 


 
 


Storage Disk Rack  
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End-of-Life Disassembly Instructions for Zorro Based Products 


 
Remote I/O 
 


 


SCSI Appliance RM1-SCI  


 


Communications Media Module (CMM) 


 
 
Disassembly and Disposal Instructions for Individual Cell and Miscellaneous Component Equipment 
 
For proper disassembly and disposal recycling instructions for individual cells and miscellaneous 
component equipment noted above, please refer to document “WEEE ES7000/One.doc” listed on the 
Unisys recycling website. 
  
http://www.unisys.com/products/recycling/ 
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February 5, 2009 Page 1 of 8 


 
Purpose: 
This document describes how to disassemble a device that is no longer in use in order to remove WEEE-identified 
items for disposal.  This document should not be used for any other purpose. 
 
Scope: 
This document is intended for use by end-of-life recyclers and treatment facilities. This document provides basic 
instructions for the disassembly of the specified Unisys supplied product and for removal of components and 
materials requiring selective treatment. 
 
Product Identification: 
Marketing Style Number: ES7000/One, ES7000/600, XPC-L 
Description: 1-8 rack mounted server modular system plus misc. rack mounted support equipment (see Image #1 below). 
 
 
Note: 
The XPC-L system uses the same 3U server module as the ES7000/One.  
Refer to Section 2 for XPC-L module recycling.  
 







End-of-Life Disassembly Instructions for ES7000/One, ES7000/600, XPC-L 


 


    


OEM switch module, 
type 1, 2              


(see Section 1) 


3U server modules 
(see Section 2) 


External Service 
Processors 


(see Section 1) 


Possible location for 1-
3U modules,  


types 1, 2, 3, 4, 5   
(see Section 1) 


LCD display drawer 
(see Section 1) 


Possible location for 1-
3U modules,              


types 1, 2, 3, 4, 5  
(see Section 1) 


Image #1 (Typical ES7000 Server System) 
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End-of-Life Disassembly Instructions for ES7000/One, ES7000/600, XPC-L 


Section 1. Recycling The Miscellaneous Support Equipment  
The following miscellaneous rack mounted modules may be present in a Unisys ES7000/600 or ES7000/One system 
along with the main server modules.  
 
 


1) Rack mounted module type 1 - LCD display/keyboard. 1U module that contains a large (15 inch ~ 380 
mm) LCD display and a keyboard. Locate these items and dispose of them in a manner that complies with 
applicable national, federal, provincial, state, and local government requirements.   


  
2) Rack mounted module type 2 - LAN Switch. 1U module that contains printed circuit boards and a power 


supply. Locate these items and dispose of them in a manner that complies with applicable national, federal, 
provincial, state, and local government requirements.      


 
3) Rack mounted module type 3 - External Service Processor. 1U microcomputer module that contains printed 


circuit boards and a power supply. Locate these items and dispose of them in a manner that complies with 
applicable national, federal, provincial, state, and local government requirements.    


 
4) Rack mounted module type 4 - KVM Switch. 1U module that contains printed circuit boards and a power 


supply. Locate these items and dispose of them in a manner that complies with applicable national, federal, 
provincial, state, and local government requirements.   


 
5) Rack mounted module type 5 - Disk Rack. 2U or 3U module that contains disks and a power supply.  


Locate these items and dispose of them in a manner that complies with applicable national, federal, 
provincial, state, and local government requirements.     
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End-of-Life Disassembly Instructions for ES7000/One, ES7000/600, XPC-L 


 
Section 2. Recycling the 3U Server Module Itself 
The Unisys server is a 3U module that contains several printed circuit boards, power supplies, disks etc. Refer to the 
tables and instructions below for details of how to recycle this module.    
 
Table 1:  Server Module Items Requiring Selective Treatment: 


 
Item Description Notes Quantity of Items in Product 


Printed Circuit Boards (PCB) or Printed 
Circuit Assemblies (PCA) 


With surface area > 10 cm2 15 to 20  depending on IO compliment 


Batteries All types  2 
Mercury (Hg) containing parts Hg in lamps, switches, batteries, display 


backlights 
0 


Liquid Crystal Displays (LCD) With surface area > 100 cm2 See General Disassembly Procedures 
for Server Module 


Cathode Ray Tubes (CRT)  See General Disassembly Procedures 
for Server Module   


Capacitors/Condensers containing  
PCB/PCT 


 0 


Electrolytic Capacitors/Condensers 
height/diameter > 2.5 cm 


 14  


External Electrical Cables/Cords  See General Disassembly Procedures 
for Server Module  


Gas Discharge Lamps  0 
Plastics containing Brominated Flame 
Retardants 


 0 


Components containing 
Toner/Ink/Liquids/Paste/Gel 


Includes cartridges, print heads, tubes, 
vent stations, and service stations 


0 


Components and waste containing 
Asbestos 


 0 


Components, materials and parts 
containing Refractory Ceramic Fibers 


 0 


Components and parts containing 
Radioactive Substances 


 0 


Ozone-Depleting substances Chlorofluorocarbons (CFC), Hydro 
chlorofluorocarbons (HCFC), Hydro 
fluorocarbons (HFC) or Hydrocarbons 
(HC) 


0 


Fluids  0 


 
 
Table 2:  Tools Required for Disassembly of the Server Module: 
 


Tool Description Tool size or Part number (if applicable) 
Flathead screwdriver ¼ inch blade 
Phillips screwdriver #2 
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End-of-Life Disassembly Instructions for ES7000/One, ES7000/600, XPC-L 


 
General Disassembly Procedures for Server Module 


The following items should be found during a general dissembling of the server module and disposed of in a manner  
that complies with applicable national, federal, provincial, state, and local government requirements. 
 


1) Printed circuit assemblies (see quantity in Table 1) 
2) CD and up to three disk drives in each server module 
3) Multi-module server systems will contain inter-module signal cables that must be disposed of in a manner  


that complies with applicable national, federal, provincial, state, and local government requirements.    
 
Table 3:  Special Server Module Disassembly Instructions  
These additional instructions are provided on items that require more detailed instructions for proper identification  
of the hazardous components. 
 
 
 


1. IO board battery – Remove the internal IO board by pulling it out the back of the server (see Image #2). Locate the 
battery on the IO board (see Image #3). Remove the battery and dispose of it in a manner that complies with applicable 
national, federal, provincial, state, and local government requirements. 


2. CM board battery – Remove the CM board by pulling it out the back of the server (see Image #2). Locate the battery on 
the CM board (see Image #4). Remove the battery and dispose of it in a manner that complies with applicable national, 
federal, provincial, state, and local government requirements. 


3. Electrolytic Capacitors >25 mm – Remove the two power supplies from the front of the server (see Image #5). With the 
Phillips screwdriver remove the screws securing the top cover of the power supply. Locate the 7 capacitors in each 
power supply (see Image #6) and pry them from the PCB using the medium flat head screwdriver and dispose of them in 
a manner that complies with applicable national, federal, provincial, state, and local government requirements.    
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IO Board 
CM Board 


 


Image #2 Rear of Server 


 


Battery 


 


Image #3 IO Board 
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Battery 
 


Image #4 CM Board 


 


2 Power Supplies 


 


Image #5 Front of server  
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4 Electrolytic Capacitors 


3 Electrolytic Capacitors 


 


Image #6 Power Supply 
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NO WARRANTIES OF ANY NATURE ARE EXTENDED BY THIS DOCUMENT. Any product or related information



described herein is only furnished pursuant and subject to the terms and conditions of a duly executed agreement to



purchase or lease equipment or to license software. The only warranties made by Unisys, if any, with respect to the



products described in this document are set forth in such agreement. Unisys cannot accept any financial or other



responsibility that may be the result of your use of the information in this document or software material, including



direct, special, or consequential damages.



You should be very careful to ensure that the use of this information and/or software material complies with the laws,



rules, and regulations of the jurisdictions with respect to which it is used.



The information contained herein is subject to change without notice. Revisions may be issued to advise of such



changes and/or additions.



Notice to U.S. Government End Users: This is commercial computer software or hardware documentation developed at



private expense. Use, reproduction, or disclosure by the Government is subject to the terms of Unisys standard



commercial license for the products, and where applicable, the restricted/limited rights provisions of the contract data



rights clauses.



FCC Statement



The statement below is included in this document to comply with a Federal Communications Commission (FCC)



regulation. The FCC is an agency of the United States government; thus, the statement below applies to computing



equipment installed in the United States of America. Unisys is taking appropriate steps to be in compliance with FCC



regulations and similar regulations of other countries.



WARNING: This equipment has been tested and found to comply with the limits for a Class A device, pursuant to Part



15 of FCC Rules. These limits are designed to provide reasonable protection against harmful interference when the



equipment is operated in a commercial environment. This equipment generates, uses, and can radiate radio frequency



energy and, if not installed and used in accordance with the instruction manual, may cause harmful interference to radio



communications. Operation of this equipment in a residential area is likely to cause harmful interference, in which case



users will be required to correct the interference at their own expense.



Canadian Regulatory Statement



This class A apparatus meets all requirements of the Canadian Interference-Causing Equipment Regulations.



Cet appareil de la classe A respecte toutes les exigences du Règlement sur le matériel brouilleur du Canada.



Unisys is a registered trademark of Unisys Corporation in the United States and other countries.



All other brands and products referenced in this document are acknowledged to be the trademarks or registered



trademarks of their respective holders.
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Section 1
Preparing for Installation



This installation document describes how to install your new ES7000 Model 7600R



system.



The installer must have knowledge and experience with server hardware installation.



Because of the server weight, the hardware installation requires a minimum of two people



to ensure a safe installation.



After installing system hardware, you will also need to do the following:



1. Install Server Management software on your management server, if you have not



already done so.



2. Install operating system software and Server Management software on the ES7000



Model 7600R partitions and then configure the software.



Complete the procedures in the order in which they are shown. Depending on your



specific configuration, some procedures may not apply; just skip them.



1.1. Documentation Updates



This document contains all the information that was available at the time of publication.



Changes identified after release of this document are included in problem list entry (PLE)



18686881. To obtain a copy of the PLE, contact your service representative or access the



current PLE from the product support Web site:



http://www.support.unisys.com/all/ple/18686881



Note: If you are not logged into the product support site, you will be asked to do so.



1.2. Customer-Provided Hardware



The following customer-provided hardware is required to complete the installation:



• LAN cable for the maintenance LAN



- CAT5 cable



• Additional LAN cables (CAT5 or CAT6 — Gigabit) for connection to the public LAN
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• Keyboard, video, and mouse for each partition



- USB keyboard and mouse for each partition



- Monitor for the partition



The keyboard, video display, and mouse (KVM) must be directly connected to the



component during installation and cannot be redirected to a remote workstation.



After installation is complete, the keyboard, video display, and mouse need not



remain connected and can be removed. Multiple keyboard, video, and mouse



connections can be provided by the use of a KVM switch in larger system



configurations.



• Dedicated Ethernet hub, router, or gateway depending on the LAN topology at your



site



1.3. Tools



A number 2 Phillips screwdriver is the only tool required for installation.



Optionally, a 3-mm flat-blade screwdriver might be helpful when installing the cell



interconnect cables.



1.4. Warnings and Cautions



Observe the warnings and cautions in Table 1–1 when installing the system. Additional



warnings and cautions are included as required throughout the document.



Table 1–1. Warnings and Cautions



Type of Note Instruction



Warning Wear goggles or eye protection when cutting



the bands that secure shipping containers.



Warning Do not push on the upper portion of a server



cabinet, and use caution when moving the



cabinet on its casters. The cabinet can tip over



if not handled properly.



Warning Have two people lift each cell. A fully loaded



cell weighs about 45 kg (100 lb).



Caution Wear a wrist strap connected to a ground



point when performing maintenance on the



server.
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1.5. Prerequisites



Before beginning the system installation, ensure that all site-provided power sources and



cabling are in place and that the optional (but recommended) uninterruptible power supply



(UPS) is in place and functioning properly. For more information, see the System Planning



Guide.



1.6. Customer Telephone Support



If you require assistance during the installation, contact the Unisys call reception center or



service center and let the operator know that you want to open a telephone support



request. You can find telephone numbers on the Contacts page of the ES7000 Model



7600R Experience site:



http://public.support.unisys.com/public/7600r/experience/index.htm .



Have the system serial number available for the operator. The system serial number and



the cell number are on the same label on the back of the cell.
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Figure 1–1. System Serial Number Label Location



Request that the operator designate your support as “Priority D (down system)” to ensure



that your request receives a response in the appropriate time frame.



A support center analyst will return your call to assist with your installation issue.



1.7. Cell Components



The following text identifies the main components, ports, and connectors that are visible



on the front and back of a cell.



1.7.1. Components on the Front of a Cell



Figure 1–2 identifies the components that are visible on the front of the cell. Table 1–2



describes each component in more detail.
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Note: Figure 1–2 shows six hard drives in the drive tray. Normally, a cover is installed



over the hard drive bays, as shown in other figures, to shield against electromagnetic



interference.



Figure 1–2. Front of the Cell



Table 1–2. Components on the Front of the Cell



Component Description



Control panel A control and display interface for the cell and



the partition containing the cell.



Drive tray Bays for up to six 2.5-inch SAS hard drives



and one DVD-RW drive.



DVD-RW drive A DVD-RW drive for your use.



Fan module The source for the airflow needed to cool the



cell.



Hard drives Six 2.5-inch SAS hard drives enclosed in



individual drive carriers.



ID button A button to turn on a blue LED in the back of



the cell for identification purposes during



servicing. A button on the back of the cell



turns off the LED.



LCD A 4-line by 20-character liquid crystal display



(LCD) panel that displays status information



and a menu of management tasks for the cell.



Refer to the System User’s Guide for



information on using the LCD.
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Table 1–2. Components on the Front of the Cell (cont.)



Component Description



LED fan status indicators One LED on each fan module that provides



fan status, where green indicates normal



operations.



LED status indicators Two LEDs that indicate cell operating status



(above LCD) and management firmware



status (below LCD). Refer to messages on



the control panel LCD or the management



firmware Web interface for additional status



information.



Navigation buttons Buttons to select menu options on the control



panel.



Partition USB connections Two universal serial bus (USB) 2.0 ports.



Power button Button to turn on or off power for the cell.



1.7.2. Components on the Rear of a Cell



Figure 1–3 identifies the components that are visible on the rear of the cell. Table 1–3



describes these components in more detail.



Figure 1–3. Rear of the Cell
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Table 1–3. Components on the Rear of a Cell



Component Description



Cell ID An LED that is lit when the ID button on the



control panel is pressed. Press the cell ID



button on the rear of the cell to turn off the



light.



Maintenance LAN port An RJ45 port that provides a 10/100 Mbps



Ethernet network connection to the



maintenance LAN.



Management serial port A 9-pin serial port for the management board.



Partition LAN ports Two RJ45 ports that provide 10/100/1000



Mbps Ethernet network connections for the



operating system. These ports typically are



connected to the public LAN.



Partition serial port A 9-pin serial port for the operating system.



Partition USB ports Two universal serial bus (USB) 2.0 ports.



Partition video port A 15-pin SVGA port.



PCIe carrier/cards Six hot-plug switched PCIe 8x card slots. Slots



1 and 4 can support full-length cards. Each



PCIe card is housed in an individual carrier.



Power supplies Two power supplies that provide n+1



redundancy when used in high-voltage



configurations. Each power supply has its



own AC power cord.



Interconnect cable connectors High-speed serial interface and management



LAN connections between the cells in



configurations with two or more cells.



USB management port A USB 2.0 port for use with the management



board.



1.8. Receive the Hardware



Use the following procedure when the system is delivered.
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Order Without Integration Services



System components are shipped to you from several sources and can arrive in several



boxes that are shipped from different locations. Review the Plan page on the ES7000



Model 7600R Experience Web site



(http://public.support.unisys.com/public/7600r/experience/index.htm ) to reconcile your



order with the packing slip and the received hardware, as follows:



1. Inspect the exterior of each shipping box and pallet. If any damage is visible, make an



appropriate note on the shipping paperwork.



2. Move the packaged hardware as close to its final destination as possible.



3. Take an inventory of the hardware to ensure that all required items are present.



Each box containing a cell is marked to indicate which cell it contains. The cell number



determines the location in the cabinet where the cell is installed. When you unpack each



cell box, note the following:



• A tray containing cell accessories, such as cables, ties and labels for the cables, and



the hard drive cover, is packed at the top of the box. Remove the tray from the box and



unwrap each of the items for later installation with that cell.



• The cell must be labeled, as shown in Figure 1–1, and the information on the label



must match the cell number that is indicated on its box.



To report any missing, incorrect, or defective parts during unpacking, contact the Unisys



Call Reception Center (CRC). Refer to 1.6 Customer Telephone Support.



Order Including Integration Services



Use the following procedures for systems that are preassembled:



1. Inspect the exterior of each shipping box and pallet. If any damage is visible, make an



appropriate note on the shipping paperwork.



2. Move the packaged hardware as close to its final destination as possible.



3. Be sure there is enough room to remove the hardware from its packaging.



4. Take an inventory of the hardware to ensure that all required items are present.



Note: A separate box containing accessories is packed with the system.



Refer to the instruction sheet in the shipping and packing information envelope on the



carton. This sheet contains instructions for unpacking the carton and removing the cabinet



from the shipping pallet.
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Section 2
Preparing the Cabinet



Familiarize yourself with the component layout of your system and prepare your cabinet



for installation.



Side access to the cabinet is required for power strip installation. If the new cabinet will be



placed between existing cabinets, perform 3.4 Install the Power Strips first. Then reattach



the side skins and move the cabinet in place.



If your order includes an empty cabinet, remove and discard the front and rear horizontal



shipping brackets, along with the four nut clips and bolts that accompany each bracket.



Refer to the T2 Cabinet Installation Manual from the vendor Web site at



http://www.sharkrack.com/documents.asp?category=Technical%20Library for additional



setup instructions.



2.1. Unpack the Cabinet (for Orders Including
Integration Services)



Use the following procedure to unpack the cabinet.



WARNING



The shipping weight of a cabinet ranges from a minimum of 204 kg (450 lb) for



a one-cell system to a minimum of 535 kg (1177 lb) for two four-cell systems.



Use caution when removing the cabinet from the pallet.



1. Use the provided instructions to unpack the cabinet. The instruction sheet is in the



shipping and packing information envelope on the carton.



2. Move the cabinet to the installation location.



3. Use the wrench on the inside of the back cabinet door to lower the leveling feet on



each corner of the cabinet. Adjust the leveling feet until the cabinet is level.



4. Locate the wrapped hard drive covers in the separate shipping box and unwrap them.
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Note: One cover fits over the hard drives on the front of each cell to shield against



electromagnetic interference.



Using the embossed arrows on the upper corners of the hard drive cover to identify



the proper orientation, insert the bottom of the cover in the drive tray opening using



the handles, grasp with your thumbs where indicated, rotate the top of the cover



inward, and push to secure it in place.



Figure 2–1. Hard Drive Cover



2.2. Review the Cabinet Configuration



Figure 2–2 shows the cabinet configuration. A four-cell system starts with cell 0 at the 6U



location. Smaller configurations are built similarly from the bottom of the cabinet upward,



starting with cell 0 at the 6U location. This figure shows cells and optional equipment that



might not be part of your order.
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Figure 2–2. Cabinet Configuration



If your system is already installed in the cabinet, proceed to Section 4, Cabling the System.
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2.3. Install the Cell Rail Assemblies



This procedure is for installing cell rail assemblies in a Unisys cabinet; however, the rails



are designed to fit in most cabinets. Installation instructions are provided for cabinets with



square-hole or round-hole brackets. If you ordered a cabinet with your system, follow the



procedures for installing rails in a cabinet with square-hole brackets.



Note: A cell requires 4U of space in the frame.



Before you begin, remove the cell rails, hardware, and power cables from the cell shipping



carton. Set the power cables aside for Section 4, Cabling the System.



The left and right rails are different, as shown in Figure 2–3.



Figure 2–3. Cell Rails



Installing Rails in a Cabinet with Square-Hole Brackets



Perform the following procedure to install each set of rails. If you have a multiple-cell



system, install each set of rails for all cells before installing the cells.



1. Use Figure 2–4 as a guide to install the rails in the cabinet. The figure illustrates the



proper placement of each rail.
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Figure 2–4. Installing Rails



2. Beginning with either the front or back of the rail, insert the holding tabs in the



specified locations and push down until the locking spring clicks into place.



3. Repeat on the other end of the rail



4. Repeat steps 1 through 3 to install the other rail.



To remove a rail, press in the locking spring with your finger or a flat-blade screwdriver and



push up on the rail.
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Installing Rails in a Cabinet with Round-Hole Brackets



If you have a multiple-cell system, perform the following procedure for each set of rails for



all cells before installing the cells:



1. Locate the bracket conversion kit that is provided with the rails to convert the square-



hole brackets for use in a cabinet with round-hole brackets. The kit includes two metal



brackets, four screws, and two rail support pins for each rail.



2. Attach a rail support pin on each metal bracket. This pin is used to ease the installation



of the rail in the cabinet. Once the rails are installed in the cabinet these pins are



removed.



Figure 2–5. Rail Support Pin
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3. Attach a round-hole bracket over the front and back end of each rail. Use Figure 2–6



as a guide.



Figure 2–6. Round-Hole Bracket Installation



4. Align one end of the rail in the cabinet using the alignment notches as a guide, and



secure the rail to the cabinet using two screws for each side of the rail.
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Figure 2–7. Round-Hole Bracket Installation Location



5. Remove the rail support pin.



6. Repeat steps 3 through 5 to install the other rail.
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Section 3
Installing the System



Use the following procedures to install the hardware modules of your system.



If your order includes multiple systems, install the cells with the same system serial



number in the same cabinet. Figure 1–1 shows the label containing the system serial



number and cell number.



Remove the tray from the top of each cell shipping box and unwrap each of the items. The



tray contains cell accessories such as cables, ties and labels for the cables, and the hard



drive cover. Install these accessories as specified in the following procedures.



3.1. Install the Cells



Use the following procedure to install all the cells in your system in the correct locations.



Check the label on each cell for its number and refer to Figure 2–2 to identify the cell



locations in the cabinet.



WARNING



Removing the cell from the box and lifting it to the rack requires two people. A



fully loaded cell weighs about 50 kg (110 lb).
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1. Carefully lift the cell from the box using the cell sling, place the cell on a flat surface,



and remove the protective packaging.



Figure 3–1. Cell Sling



2. Lift the cell and slide it onto the rails in the cabinet.



3. Tighten the thumbscrews to secure the cell to the cabinet.
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Figure 3–2. Cell Thumbscrews



4. Install the hard drive cover on the front of the cell by inserting the bottom of the



cover into the slot in the drive tray using the handles. Grasp the cover where



indicated with your thumbs and rotate the top of the cover inward until it snaps in



place.



Note: The cover has embossed arrows on the upper corners to identify the proper



orientation.



Figure 3–3. Hard Drive Cover
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3.2. Install PCIe Cards



If PCIe cards are not pre-installed in the system, perform the following steps for each card



that you want to install.



1. Remove an empty PCIe card carrier by pulling the orange release lever on the back of



the cell.



Note: If a carrier contains a PCIe card, a connector exists on the handle. Empty



carriers have solid bars called air seals, which do not contain connectors.



Figure 3–4. Removing the PCIe Card Carrier



2. Open the PCIe card carrier by pressing the finger release tabs on the side of the



carrier.
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Figure 3–5. Installing the PCIe Card



3. Remove a part called an air seal from the carrier and discard it. The air seal looks



much like the handle on the PCIe card, and the handle replaces it in the carrier.



4. Insert the tab of the handle and the side connector of the PCIe card into the carrier



and use the handle to push the card in as far as it can go.



5. Align the tabs on the edge of the clamshell, close the carrier, and turn it over.



Note: For some PCIe cards, you might have to bend a tab on the PCIe module to



enable proper installation.
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Figure 3–6. PCIe Card



6. With the orange release lever pulled out, slide the carrier into the cell, and then push



the lever to engage the PCIe card carrier.



3.3. Install the Optional Components



Depending on the server you purchased, the following items might be part of your order or



might be procured locally.



• Keyboard/LCD monitor drawer



It is recommended that the drawer be placed in the 22U or 23U location. This position



enables a user of average height to use the keyboard when standing.



• Keyboard, video display, mouse (KVM) switch



• KVM cables
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• Keyboard and mouse



• Video display (monitor)



• PCIe expansion module (See PCI Expansion Module Installation and User’s Guide)



• SAS expansion module



Follow the procedures that are supplied with the optional components to install these



items in the cabinet. Some components can be installed in locations outside the cabinet.



Cables are connected later as described in 4.4 Keyboard, Monitor, and Mouse Cabling.



Note: If you did not purchase a keyboard, video display, and mouse with the order, you



need to procure them locally.



3.4. Install the Power Strips



For high-range AC power (200 to 240 V) input, the number of required power strips



depends on the system configuration, which should have been determined during the



system planning process.



Note: Power strips are not required for systems operating at 100 to 120 volts.



If you are installing power strips in a Unisys cabinet, locate the four areas where power



strips can be installed. The grounding post (pressed stud) in each area has a grounding tab



and nut bolt that interferes with power strip installation. Remove and discard the nut bolt



and grounding tab on each grounding post.



Several types of power strips and mounting brackets are currently available. The two most



common options are



• Four-receptacle power strips for use in customer-supplied cabinets



• Two four-receptacle power strips in a mounting bracket for use in Unisys cabinets



Note: These figures show Unisys cabinets and hardware. If your cabinet is not



compatible with the brackets and hardware, simply discard the unused pieces.



Follow these steps to install the power strips:



1. Remove the power strips from the shipping carton.



2. Attach a Velcro strap, included in the packaging with the power strips, next to each



receptacle. Velcro straps are used to secure the power cables to the power strips,



which is done during Section 4, Cabling the System. Figure 4–3 illustrates the use of



the Velcro straps.



3. Install the power strips at the rear of the cabinet. Position the power strips so that the



cables from the cells and any peripherals reach the appropriate strip when the cables



are routed and secured to the frame.



4. Use the illustration provided for the type of power strip to be installed.
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Four-Receptacle Power Strips



Use this procedure if you did not purchase a cabinet from Unisys.



To install the four-receptacle power strips to the frame, screw two screws through the



frame into the rear of the power strip, as shown in Figure 3–7. Use the same procedure for



round or square-hole cabinets.



Figure 3–7. One Four-Receptacle Power Strip Installation



Two Four-Receptacle Power Strips in a Mounting Bracket



Before you begin the installation, mount the power strips to the mounting bracket using



the instructions provided in the box with the power strips.



1. Install the top and bottom nut clips. To do this, install each nut clip in the front center



hole in the cabinet location. See Figure 3–8.



Note: A screwdriver can be used to compress the flange to ease the installation of



the clip.



2. Slide the mounting bracket between the top and bottom cabinet rails until the bracket



clicks into place. The mounting bracket holding tab is positioned in the center hole



behind the nut clip.



3. Secure the mounting bracket to the cabinet rails using two screws.
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Figure 3–8. Two Four-Receptacle Power Strip Installation
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Section 4
Cabling the System



For systems preassembled in a cabinet, cables have already been installed between



components in the cabinet. The only cabling required is for LAN and peripheral cables that



connect outside the cabinet. Proceed to 4.4 Keyboard, Monitor, and Mouse Cabling.



Labels and cable ties are included with your order to use when cabling the system. During



the cabling process, mark the labels with the appropriate identification, such as the cell



number, power supply number, and power source location, and then attach the labels to



both ends of each cable.



4.1. Power Cabling for 100V to 120V Systems



Use the following procedure to connect component power cables:



1. Connect the cell power cables to the cell. Secure the power cords to the power supply



handles using the Velcro straps supplied in the accessory kit.



2. Route the power cables down the right side of the cable manager and exit the bottom



of the cabinet as shown in Figure 4–1. After all power cables are routed, secure the



cables to the cabinet frame using cable ties.



Do not connect the cell power cables to the premises wiring at this time. Cell power



cables are connected to the premises wiring during 5.3 Apply AC Power Initially.
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Figure 4–1. Power Cable Routing for 100V to 120V Systems



3. Connect the remaining system component (such as the KVM switch) power cables



to the components.



4. Route the power cables to the appropriate power source. After all power cables are



routed, secure the cables to the cabinet frame with cable ties.



Do not connect the component power cables to the premises wiring at this time.



Component power cables are to be connected to the premises wiring during



5.3 Apply AC Power Initially.



4.2. Power Cabling for 200V to 240V Systems



Use the following procedure to connect components to the power strips. Before you



begin, review the power strip cabling topic for your system for guidance on cable



placement. The illustrated layout is a recommended layout. Your layout might look



different depending on your configuration requirements. If you are using 30-amp power



strips, your accessory strip might be eight receptacles instead of four.
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1. Route the power-strip power cords down the cable manager and exit the bottom of



the cabinet. After all power cables are routed, secure the cables to the cabinet frame



using cable ties.



Do not connect the power strips to the premises wiring at this time.



Figure 4–2. Power-Strip Power Cord Routing



2. Connect the cell power cables between the cell and the appropriate power strips.



Secure the power cords to the power supply handles using the Velcro straps



supplied in the accessory kit.
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Route the cables in the cable manager and secure them.



3. Connect the remaining system component power cables (such as the power cable



for the KVM switch) to the appropriate power strips.



Route the cables in the cable manager and secure them.



4. Secure the power cords to the power strip using Velcro straps.



Figure 4–3. Velcro Straps for Power Strips
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4.2.1. Power Strip Cabling for a System with One Cell
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4.2.2. Power Strip Cabling for a System with Two Cells



4.2.3. Power Strip Cabling for a System with Three Cells



Note: If you are using 30-amp power strips, only two strips are required for cabling three



cells.
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4.2.4. Power Strip Cabling for a System with Four Cells



4.3. Cell Interconnect Cabling



For systems with more than one cell, interconnect cables are used to connect the cells.



The correct end of each cable must be used to connect the cells. Each end of the



interconnect cable is identified by a color.



• The A connector has an amber band.



• The B connector has a blue band.
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Use the following procedure to connect the interconnect cables:



1. Review the table showing the cell interconnect cabling for your configuration.



Follow the order presented in this table when cabling the cells.



2. To connect the cables to the cells, fully seat the cable on the socket, and then tighten



the retaining screws with your fingers.



3. Route and secure each cable in the cable manager, located on the right side of the



cabinet when facing the back, before proceeding to the next cable.



4.3.1. System with Two Cells



Follow the order presented in Table 4–1 for correct placement of interconnect cables.



Table 4–1. Two-Cell Interconnect Cabling



Line # Connect From (Blue) Connect To (Amber)



1 Cell 0 Port 0 Cell 1 Port 0



2 Cell 0 Port 1 Cell 1 Port 1
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4.3.2. System with Three Cells



Follow the order presented in Table 4–2 for correct placement of interconnect cables.



Table 4–2. Three-Cell Interconnect Cabling



Line # Connect From (Blue) Connect To (Amber)



1 Cell 0 Port 1 Cell 2 Port 1



2 Cell 2 Port 0 Cell 1 Port 1



3 Cell 0 Port 0 Cell 1 Port 0
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4.3.3. System with Four Cells



Follow the order presented in Table 4–3 for correct placement of interconnect cables.



Table 4–3. Four-Cell Interconnect Cabling



Line # Connect From (Blue) Connect To (Amber)



1 Cell 0 Port 2 Cell 3 Port 2



2 Cell 0 Port 1 Cell 2 Port 1



3 Cell 1 Port 2 Cell 3 Port 1



4 Cell 2 Port 2 Cell 3 Port 0



5 Cell 2 Port 0 Cell 1 Port 1



6 Cell 0 Port 0 Cell 1 Port 0
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4.4. Keyboard, Monitor, and Mouse Cabling



If your system contains an optional keyboard, monitor, and mouse, route the appropriate



cables to the partition, as shown in Figure 4–4. Route the cables in the cable manager on



the left side of the cabinet.



Figure 4–4. Keyboard, Monitor, and Mouse Cabling



4.5. LAN Cabling



LAN cabling requirements for your environment should have been determined during the



planning process. For detailed information on LAN configuration, see the System Planning



Guide.



Note: A management server is required to monitor the system and communicate



support information to the support center. For detailed information on monitoring your



system, refer to the Server Management Software Installation, Configuration, and



Upgrade Guide.



Cabling the System



4–12 3826 4974–002











4.5.1. LAN Configurations



Your LAN topology will determine how you integrate the system into your environment.



You can integrate the system in a typical LAN environment where all traffic passes through



your public LAN. An operations LAN, where operations and enterprise management



solution traffic is isolated from your other network traffic, adds additional security.



Because LAN topology is so diverse, there can be other considerations that apply to your



configuration.



4.5.2. LAN Ports



The following LAN ports are accessible on the rear panel of each cell:



• One maintenance LAN port



An RJ45 port on the rear of each cell provides a 10/100 Mbps Ethernet network



connection to the maintenance LAN.



• Two partition LAN ports



Two RJ45 ports on the rear of each cell provide 10/100/1000 Mbps Ethernet network



connections for the operating system to use. These are normally connected to your



public LAN.



The following illustration shows the LAN ports that are accessible on the rear panel of



each cell.



4.5.3. LAN Cabling for Systems Without an Operation LAN



The following illustration shows LAN cabling for systems that are not connected to an



operations LAN. Figure 4–5 shows the cabling for each partition. If the system includes



multiple partitions, each partition must be cabled as illustrated. Cables should be routed



and secured in the cable manager on the right side of the cabinet.
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Route the cable to the public LAN, but do not connect it to the LAN. Connection to the



public LAN is made during system configuration as described in the Software Installation



and Configuration Guide.



Figure 4–5. LAN Cabling Configuration Without an Operation LAN



4.5.4. LAN Cabling for Systems with an Operations LAN



Figure 4–6 shows LAN cabling for systems that are connected to an operations LAN. The



figure shows the cabling for each partition. If the system includes multiple partitions, each



partition must be cabled as illustrated.



Route the cables to the operations LAN and the public LAN, but do not connect them to



the LAN. Connection to the operations LAN and public LAN are made during system



configuration as described in the Software Installation and Configuration Guide.
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Figure 4–6. Cable Configuration for Systems with an Operations LAN



4.6. Peripheral Cabling



Cells can contain PCI cards that require peripheral cabling.



Route the cables in the cable manager on the left side of the cabinet.
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Section 5
Completing the Installation



Use the procedures in this section to complete your hardware installation and power up



your system.



5.1. Perform Cleanup and Final Check



Complete your hardware installation and power up your system as follows:



1. Make sure the server frame is level and secure (if necessary, you can lower the feet).



2. Ensure that all cables are connected, fastened securely, and bundled neatly.



3. Install filler panels from the cabinet panel kit in all unfilled spaces in the front of the



frame, as shown in Figure 5–1.



Caution



Recirculating air in the cabinet can cause overheating. This overheating can



result in data loss or damage to the equipment. Cover any open spaces at the



front of the cabinet with filler panels.
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Figure 5–1. Front Rack Filler Panels



4. Reattach side skins if you removed them during installation.



5. Reattach front and rear doors if you removed them during installation.



6. Remove all packing material from the area.
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5.2. Check Cabling Before Powering On the System



Loose or improperly attached cable connectors can adversely affect the system power-on



processes. Check the cabling before applying AC power for the first time.



The following figure shows the cable connections at the rear of the cell.



Figure 5–2. Cell Cable Connections



At the rear of the cabinet, check the following cable connections on each cell:



• LAN cable connections (maintenance LAN and partition LAN)



1. Gently pull on the LAN cable to ensure that it is attached completely in the



connector receptacle.



2. If the cable pulls out, check the latching lever. Sometimes the latching lever is



flattened against the connector body and therefore does not latch properly. If this



is the case, pry the lever away from the connector body and reinsert the connector



to see if it latches properly.



3. If the connector still does not latch, try substituting another LAN cable that you



know has a properly latching connector. If the substitute cable latches properly,



the original cable probably has a broken or obstructed connector and should be



replaced.



• USB cable connections (partition)



Ensure that the USB connectors are fully seated.



• Video cable connection (partition)



Ensure that the connector is fully seated and the thumbscrews are completely



tightened (finger tight).
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• Power cables



Ensure that each power cable is secure in the power supplies in the cell and that the



other end of each power cable is fully seated in the power strip connector.



• Interconnect cable connections (0 through 2)



Ensure that the cable is fully seated in the connector and that the retaining screws are



finger-tightened.



5.3. Apply AC Power Initially



Use the procedure for your system to apply AC power.



When internal hardware checks are complete, Figure 5–3 displays on the control panel



LCD.



Figure 5–3. Control Panel LCD After AC Power Is Applied



If an error displays, verify the cabling is installed correctly. If you continue to receive an



error, contact the support center. You can find the telephone number on the Contacts page



of the ES7000 Model 7600R Experience site:



http://public.support.unisys.com/public/7600r/experience/index.htm .
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5.3.1. Systems Operating at 100 to 120 VAC



Plug the cell power cords into the premises wiring (for example, the floor or wall



receptacles or the UPS receptacles). Figure 5–4 shows the cell power cord.



Figure 5–4. Cell Power Cord
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5.3.2. System Operating at 200 to 240 VAC



To apply AC power to a 200 to 240 VAC system, perform the following procedure:



1. Verify the power strips are set to the off position.



2. Plug the power strip power cord into the premises wiring (for example, the floor or



wall receptacles or the UPS receptacles). Figure 5–5 shows the power strip power



cord.



Figure 5–5. Power-Strip Power Cord
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3. Turn the switch on the power strips to the on position.



5.4. Checking and Updating Management Firmware
Level and the BIOS Level



Now that AC power is on, check the Management Firmware levels and the BIOS levels on



each partition.



To do this, you need to know how many partitions were configured in the factory and what



the boot cell is for each partition. The boot cell is identified by a B next to the cell number in



the bottom right corner of the control panel LCD.



Perform the following procedures on each partition:



1. 5.4.1 Initially Accessing a Partition



2. 5.4.2 Checking Management Firmware Level Using Management Firmware Web



Interface



3. 5.4.3 Checking BIOS Level Using Management Firmware Web Interface



4. 5.4.4 Obtaining Releases from the Support Site



5. 5.4.5 Updating Management Firmware Using Management Firmware Web Interface



6. 5.4.6 Updating BIOS on the EFI Flash Memory



5.4.1. Initially Accessing a Partition



Perform the following procedure to access a partition.



1. Connect a LAN cable from the maintenance LAN port in the partition boot cell to a PC



or laptop.



2. Turn on the monitor that is either directly connected to the partition in the cell or



indirectly connected through a KVM switch.



3. Using the PC or laptop connected to the maintenance LAN port



a. Launch Internet Explorer.



b. In the browser address box, type the default IP address for the partition boot cell



to access the management firmware Web interface.



The default IP address used to access the partition is 172.26.2.x, where x is the



boot cell number in that partition. For example, if you see B0 in the bottom right



corner of the control panel LCD, the boot cell is cell 0; type 172.26.2.0 to access



the partition.



If a second partition exists and its boot cell is cell 2, type 172.26.2.2 to access the



partition.



Note: If entering the IP address in the address box does not work, try again by



typing https:// before the IP address.



A log-on dialog box appears.



Completing the Installation



3826 4974–002 5–7





https://before








c. Type the user name and password, which are Administrator and



Administer4Me, to log on to the partition.



The partition Summary page is displayed.



d. Click Power Up/Down.



DC power is applied to the cell, which powers up the partition and boots the



operating system.



Note: Applying DC power to a cell applies power to all cells in a partition that are



not already powered on.



5.4.2. Checking Management Firmware Level Using
Management Firmware Web Interface



Check the management firmware level on the Service Processors for the partition, as



follows:



1. Click Firmware Update in the left column.



The firmware update page appears, as shown in Figure 5–6.



Figure 5–6. Management Firmware Update Page



2. Click Display Current Firmware Status and Revision.



A dialog box appears containing the current management firmware revision level for
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each cell in the partition, as shown in Figure 5–7. All cells in the partition should have



the same firmware level.



Note: If a cell is not listed in the dialog box, it is AC powered off or otherwise not



communicating properly.



Figure 5–7. Management Firmware Revision Status



5.4.3. Checking BIOS Level Using Management Firmware Web
Interface



Check the BIOS level on the management board for the partition, as follows:



1. Click FRU Inventory in the left column.



The FRU Inventory page appears.



2. Select the cell identifier of the boot cell in the Location list.



3. Select BIOS_EFI in the FRU Name list.



Information about the BIOS EFI is displayed, as shown in Figure 5–8. Write down the



version for later use.



If BIOS_EFI does not exist in the FRU Name list, or if the BIOS_EFI version is not at



the latest released level available on the product support Web site, update the BIOS



using the following procedures to obtain the latest release level and update the EFI



flash memory.
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Figure 5–8. BIOS Version



5.4.4. Obtaining Releases from the Support Site



If you need to install later release levels, such as management firmware or BIOS, you can



obtain the desired versions from the product support Web site, as follows:



1. Access the product support Web site at www.support.unisys.com.



The Product Support log-in page appears.



2. Type your user name and password and click Log in.



The Product Support page appears.



3. Under the ES7000 Servers section, locate 32-bit & 64-bit x86 Architecture and



click ES7000 Model 7600R. (Click GO if the selection does not take you to the



next page.)



The ES7000 Model 7600R Support Site page appears.



4. Click Drivers and Downloads in the Options column in the middle of the page.



The ES7000 Model 7600R Drivers and Downloads page appears.



5. Click the Software tab.



6. Click CMP in the Software list.



All driver and download choices are listed.



7. Click the item that you want to download:



• System BIOS



• Management Firmware



A Web page listing all available release levels for the system BIOS or management



firmware appears.
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8. Click the latest release level in the Level/Downloads column.



A Web page for the release level appears.



9. Click Downloadable Files under the Download Information section.



A dialog box appears asking if you want to run or save the file.



10. Save the file to the desired location for later use in updating your system.



11. Review any comments about installation of the later version or any read-me files that



are available.



5.4.5. Updating Management Firmware Using Management
Firmware Web Interface



You can determine the management firmware levels on the Service Processors and



update the firmware if necessary, provided you can access the management firmware



Web interface for the partition, as follows:



1. Navigate to the firmware update page of the management firmware Web interface for



the partition, as shown in Figure 5–9.



Figure 5–9. Management Firmware Updates Page



2. To update the management firmware on the partition, click Browse on the firmware



update page, navigate to the location of the saved firmware update file, and click



Load.



Completing the Installation



3826 4974–002 5–11











The firmware revision is loaded and distributed to the Service Processor of each



member cell of the partition that is powered on. The update takes several minutes to



complete. Initially, a dialog box is displayed saying that the update is in progress.



When the update finishes, all cells should have the same firmware level. Each



Service Processor performs a reset action, and the connection to the management



firmware Web interface is lost.



3. Refresh the page and log on to restore the partition Web interface.



4. Navigate to the firmware update page and click Display Current Firmware



Status and Revision to check that the current management firmware level is



correct.



A dialog box appears containing the current management firmware revision level for



each cell in the partition, as shown in Figure 5–10. All cells in the partition should



have the same firmware level.



Note: If a cell is not listed in the dialog box, it is AC powered off or otherwise not



communicating properly.



Figure 5–10. Management Firmware Revision Status



5.4.6. Updating BIOS on the EFI Flash Memory



When you update the BIOS firmware (EFI) on the flash memory, operating system



settings are set to default values. If you need different values for certain BIOS settings,



you must change these settings after completing the update. Refer to the System User’s



Guide for the BIOS default values for operating systems.



To update the BIOS firmware (EFI) when the partition is powered off



1. Prepare a USB drive, as follows:



a. Format the USB drive as FAT32.



b. Copy the BIOS update package to the USB drive with the following path name:



(USB drive root):\efi\update\UPDATEX64.efi



2. Insert the USB drive in one of the host USB ports on the boot cell.



3. Click Power Up/Down on the Summary page of the management firmware Web



interface.
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During the boot process, the logo screen appears twice. The second time, a command



to press the spacebar to enter the BIOS menu appears at the bottom.



4. Press the spacebar when the command appears on the second logo screen.



The BIOS front page appears, as shown in Figure 5–11.



Figure 5–11. BIOS Front Page



5. Select BIOS Setup and press Enter.



The BIOS Setup screen appears, as shown in Figure 5–12.
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Figure 5–12. BIOS Setup Screen



6. Select Partition and press Enter.



The Partition screen appears, as shown in Figure 5–13.
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Figure 5–13. BIOS Partition Screen



7. Select OS Control and press Enter.



The OS Control screen appears, as shown in Figure 5–14.
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Figure 5–14. OS Control Screen



8. Make sure that the USB driver setting is USB EFI. If this setting is Legacy, use the



controls to change it to USB EFI, and press F10 to save changes.



9. Press Esc twice to return to the BIOS front page, select Continue, and press



Enter.



A dialog box appears with a query to reboot the partition.



Note: If you did not change the USB driver setting, no reboot is required and you can



skip to step 12.



10. Select Yes and press Enter.



The partition reboots.



11. Press the spacebar when the command appears on the second logo screen.



The BIOS front page appears.



12. Select Update Firmware and press Enter.



A confirmation dialog box appears if the update package is found on the USB drive.



13. Select Yes and press Enter.



The BIOS flash update tool screen appears.



14. Select Update All and press Enter.
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An asterisk character appears next to your selection.



15. Select OK and press Enter.



The EFI flash update starts and progress information is displayed. When the update



completes and the flash memory is verified, a five-second countdown starts, and then



the partition reboots using the new BIOS firmware.



In the new BIOS, the USB Driver value is Legacy, which is the required default setting



for operating system installation and boot.



5.5. Verify PCI Card Installation



To verify the correct PCI cards are installed and visible to the system, run PciView from the



EFI BIOS shell on each partition in the system.



Perform the following procedure on each partition in your system to verify the PCI card



installation.



1. Access the partition as described in 5.4.1 Initially Accessing a Partition.



2. Click Power Up/Down on the Summary page.



A logo screen appears for a few seconds on the monitor connected to the partition,



with an instruction at the bottom to press the space bar to enter BIOS.



3. Using the monitor and keyboard connected to the partition, press the space bar while



the logo screen is displayed.



The BIOS front page appears, as shown in Figure 5–15.
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Figure 5–15. BIOS Front Page



4. Set the USB Driver to USB EFI using the following procedure.



a. Select BIOS Setup and press Enter.



The BIOS Setup screen appears, as shown in Figure 5–16.
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Figure 5–16. BIOS Setup Screen



b. Select Partition and press Enter.



The Partition screen appears, as shown in Figure 5–17.
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Figure 5–17. BIOS Partition Screen



c. Select OS Control and press Enter.



The OS Control screen appears, as shown in Figure 5–18.
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Figure 5–18. OS Control Screen



d. Make sure that the USB driver setting is USB EFI. If this setting is Legacy, use



the controls to change it to USB EFI, and press F10 to save changes.



e. Press Esc twice to return to the BIOS front page, select Continue, and press



Enter.



A dialog box appears with a query to reboot the partition.



Note: If you did not change the USB driver setting, no reboot is required and you



can skip to step 5.



f. Select Yes and press Enter.



The partition reboots.



g. Press the spacebar when the command appears on the second logo screen.



The BIOS front page appears.



5. Run PciView from the internal EFI shell using the following procedure.



a. Select Boot Manager from the BIOS front page and press Enter.



The Boot Manager window appears and displays the current boot order, as shown



in Figure 5–19.
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Figure 5–19. BIOS Boot Manager



b. Select Internal EFI shell and press Enter.



c. At the shell command prompt, type PciView -b.



d. Review the output to verify that the correct PCI cards are installed and visible to



the system.



e. Type exit to return to the BIOS front page when you are finished.



6. When you are finished, reset the USB Driver back Legacy using the procedure in



step 4.



7. Power down the partition using the management firmware Web interface:



a. Select Power Up/Down on the Summary page.



You receive a message that this is a non-graceful termination of the OS host.



b. Click OK.



8. Repeat these steps for each partition in the system.
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5.6. What to Do Next



You must now complete the following steps:



1. Install Server Management software on your management server, if you have not



already done so.



2. Install operating system software and Server Management software on the ES7000



Model 7600R partitions, and then configure the software.



If you generated this installation document using the Easy Guide capability, the applicable



instructions follow. If not, you can generate tailored documentation from the Easy Guide



interface, which is available on the Plan, Install, and Documents pages of the ES7000



Model 7600R Experience Web site:



http://public.support.unisys.com/public/7600r/experience/index.htm



Alternatively, you can access Easy Guide or download complete standard documents from



the product support Web site:



www.support.unisys.com.
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Appendix A
Related Documents and Web Resources



This appendix lists documents and Web resources that provide additional information



about ES7000 Model 7600R systems.



A.1. Easy Guide Custom Documentation Builder



Easy Guide software enables you to build custom installation documentation tailored



precisely to your system configuration. Using the Easy Guide interface, you describe your



system configuration by answering a series of questions, and then Easy Guide produces a



PDF document that describes how to install that particular system configuration. Easy



Guide provides more narrowly tailored installation documentation than the general-



purpose documentation available from the product support Web site.



Easy Guide includes the following main features:



• The user interface is available from the product support Web site, along with other



product documentation.



• Easy Guide has a 4-minute video-based introduction that shows how to use it.



• Easy Guide supports access by both Internet Explorer and Firefox Web browsers.



A.2. ES7000 Model 7600R Documentation Library



The documentation library for ES7000 Model 7600R systems includes the following



categories and documents:



• Planning for Server Arrival



- ES7000 Model 7600R System Planning Guide (3826 5039)



• Installing and Configuring the Server



- ES7000 Model 7600R Hardware Installation Guide (3826 4974)



- ES7000 Model 7600R Hardware Installation Quick-Reference Guide (3826 5047)



- ES7000 Model 7600R Software Installation and Configuration Guide (3826 5054)



- ES7000 Model 7600R Software Installation Quick-Reference Guide (3839 2940)



- PCI Expansion Module Installation and User’s Guide (8215 4394)



- Server Management Software Installation, Configuration, and Upgrade Guide



(3826 5062)
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• Reinstalling Software



- ES7000 Model 7600R Service Processor Troubleshooting and Upgrade Guide



(3826 5393)



• Servicing the Server (service representatives only)



- ES7000 Model 7600R Fault Isolation and Servicing Guide for Service



Representatives (3826 5096)



- ES7000 Model 7600R Parts Catalog (3826 4594)



• Operating the Server



- ES7000 Model 7600R System User’s Guide (3826 5104)



- Server Management Agent for Linux User’s Guide (3839 6420)



- Server Management Agent for Windows User’s Guide (3839 6412)



- Server Management Alert Manager User’s Guide (3839 6438)



- Server Management Manager User’s Guide (3839 6404)



• Conceptual Information



- Enterprise Servers Glossary (7862 6165)



- ES7000 Model 7600R Technical Overview (3826 5112)



Individual copies of these documents can be downloaded from the product support Web



site (www.support.unisys.com).



A.3. Web Resources



Visit the following Web sites for information about your system.



Unisys eCommunity (ecommunity.unisys.com)



The eCommunity is an interactive electronic forum. It provides online access to a wide



range of ES7000 experts, materials, and activities through the collaborative community of



customers, partners, employees, and others interested in ES7000 servers. You must



register as an eCommunity member to view information.



Product Support (www.support.unisys.com)



This is the home page for customer support. You can find many support resources through



this page as well as information about who to contact for further support if needed.



Clustering Knowledge Base



(http://www.support.unisys.com/common/welcome.aspx?pla=CKB)



The Clustering Knowledge Base provides information about Microsoft Cluster Service



(MSCS) and cluster-related products. This site contains information about currently



supported and qualified hardware and software. The Clustering Knowledge Base requires



access to Entitled Support on the Unisys Support Web site.
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Customer Education (www.unisys.com/customer-education)



Customer education offers classes specifically for ES7000 server family hardware and



software, as well as an array of other courses in information technology. Courses are



computer-based training, hands-on workshop, or instructor-led, depending on the subject



matter.



Unisys Direct (www.unisysdirect.com)



Unisys Direct offers data center design and construction services. It also offers printers,



monitors, power supply equipment, cables and commodity supplies for your information



technology needs.



SharkRack, Inc.



SharkRack, Inc. is a supplier of cabinets for ES7000 systems. For information about these



cabinets, click T2 Cabinet Installation Manual at the following URL:



http://www.sharkrack.com/documents.asp?category=Technical%20Library
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Section 1
Safety



Before installing this product, read the Safety Information.
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Safety statements



Important:



Each caution and danger statement in this document is labeled with a number. This



number is used to cross reference an English-language caution or danger statement with



translated versions of the caution or danger statement in the Safety Information



document.



For example, if a caution statement is labeled “Statement 1,” translations for that caution



statement are in the Safety Information document under “Statement 1.”



Be sure to read all caution and danger statements in this document before you perform



the procedures. Read any additional safety information that comes with the server or



optional device before you install the device.



Statement 1:



Safety
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DANGER



Electrical current from power, telephone, and communication cables is



hazardous.



To avoid a shock hazard:



• Do not connect or disconnect any cables or perform installation,



maintenance, or reconfiguration of this product during an electrical storm.



• Connect all power cords to a properly wired and grounded electrical outlet.



• Connect to properly wired outlets any equipment that will be attached to



this product.



• When possible, use one hand only to connect or disconnect signal cables.



• Never turn on any equipment when there is evidence of fire, water, or



structural damage.



• Disconnect the attached power cords, telecommunications systems,



networks, and modems before you open the device covers, unless instructed



otherwise in the installation and configuration procedures.



• Connect and disconnect cables as described in the following table when



installing, moving, or opening covers on this product or attached devices.



To Connect:



1. Turn everything OFF.



2. First, attach all cables to devices.



3. Attach signal cables to connectors.



4. Attach power cords to outlet.



5. Turn device ON.



To Disconnect:



1. Turn everything OFF.



2. First, remove power cords from outlet.



3. Remove signal cables from connectors.



4. Remove all cables from devices.



Statement 2:



CAUTION:



When replacing the lithium battery, use a battery recommended by the



manufacturer. If your system has a module containing a lithium battery,



replace it only with the same module type made by the same manufacturer.



The battery contains lithium and can explode if not properly used, handled,



or disposed of.



Do not:



• Throw or immerse into water



• Heat to more than 100°C (212°F)



Safety
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• Repair or disassemble



Dispose of the battery as required by local ordinances or regulations.



Statement 3:



CAUTION:



When laser products (such as CD-ROMs, DVD drives, fiber optic devices, or



transmitters) are installed, note the following:



• Do not remove the covers. Removing the covers of the laser product



could result in exposure to hazardous laser radiation. There are no



serviceable parts inside the device.



• Use of controls or adjustments or performance of procedures other



than those specified herein might result in hazardous radiation



exposure.



DANGER



Some laser products contain an embedded Class 3A or Class 3B laser diode.



Note the following.



Laser radiation when open. Do not stare into the beam, do not view directly with



optical instruments, and avoid direct exposure to the beam.



Class 1 Laser Product
Laser Klasse 1
Laser Klass 1
Luokan 1 Laserlaite
Appareil A Laser de Classe 1`



Statement 4:
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≥ 18 kg (39.7 lb) ≥ 32 kg (70.5 lb) ≥ 55 kg (121.2 lb)



CAUTION:



Use safe practices when lifting.



Statement 5:



CAUTION:



The power control button on the device and the power switch on the power



supply do not turn off the electrical current supplied to the device. The



device also might have more than one power cord. To remove all electrical



current from the device, ensure that all power cords are disconnected from



the power source.



1



2



Statement 8:



Safety
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CAUTION:



Never remove the cover on a power supply or any part that has the



following label attached.



Hazardous voltage, current, and energy levels are present inside any



component that has this label attached. There are no serviceable parts



inside these components. If you suspect a problem with one of these parts,



contact a service technician.



Statement 11:



CAUTION:



The following label indicates sharp edges, corners, or joints nearby.



Statement 12:



CAUTION:



The following label indicates a hot surface nearby.



Statement 13:



Safety
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DANGER



Overloading a branch circuit is potentially a fire hazard and a shock hazard



under certain conditions. To avoid these hazards, ensure that your system



electrical requirements do not exceed branch circuit protection requirements.



Refer to the information that is provided with your device for electrical



specifications.



Statement 15:



CAUTION:



Make sure that the rack is secured properly to avoid tipping when the



server unit is extended.



Statement 17:



CAUTION:



The following label indicates moving parts nearby.



Statement 26:



CAUTION:



Do not place any object on top of rack-mounted devices.



Safety
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Attention: This product is suitable for use on an IT power distribution system whose



maximum phase to phase voltage is 240 V under any distribution fault condition.



Safety
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Section 2
The ES7000 Model 7600R G2 Server



This Installation and User’s Guide contains instructions for setting up your Unisys server,



installing optional devices, and for starting and configuring the server. This document also



contains information and instructions for installing options in the optional Memory



Expansion Module (see Memory Expansion Module for more information about the



optional Memory Expansion Module). For diagnostic and troubleshooting information and



instructions for removing and installing server components, see the Problem



Determination and Service Guide.



Important: The Memory Expansion Module is for use with the Unisys ES7000 Model



7600R G2 server only.



The ES7000 Model 7600R G2 server is a 4U-high(1), high-performance server. It can be



upgraded to a symmetric multiprocessing (SMP) server through a microprocessor



upgrade. It is ideally suited for networking environments that require superior



microprocessor performance, efficient memory management, flexibility, and large



amounts of reliable data storage.



(1) Racks are measured in vertical increments of 4.45 cm (1.75 inches) each. Each



increment is called a ″U.″ A 1-U-high device is 1.75 inches tall.



Performance, ease of use, reliability, and expansion capabilities were key considerations in



the design of the server. These design features make it possible for you to customize the



system hardware to meet your needs today and provide flexible expansion capabilities for



the future.



The server contains the latest enterprise server technologies, which help increase



performance, reliability, and availability. For more information, see What your server offers
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and Reliability, availability, and serviceability.



You can obtain up-to-date information about the server and other Unisys products at the



Unisys ES7000 Model 7600R G2 page on the Unisys Support Web site.



If firmware and documentation updates are available, you can download them from the



ES7000 Model 7600R G2 Support Site. The server might have features that are not



described in the documentation that comes with the server, and the documentation might



be updated occasionally to include information about those features, or technical updates



might be available to provide additional information that is not included in the server



documentation. To check for updates, go to the ES7000 Model 7600R G2 Support Site.



Record information about the server in the following table.



Product name ES7000 7600R G2



Machine type 7145 or 7145<three digit style suffix>



Model number _____________________________________________



Serial number _____________________________________________



The model number and serial number are on labels on the right side of the server and on



the front, visible on the bezel, as shown in the following illustration.



ID labels



For a list of supported optional devices for the server, see ES7000 Model 7600R G2



Support Site.



The ES7000 Model 7600R G2 Server
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Documentation Updates



This document contains all the information that was available at the time of publication.



Changes identified after release of this document are included in problem list entry (PLE)



18744546. To obtain a copy of the PLE, contact your service representative or access the



current PLE from the product support Web site:



http://www.support.unisys.com/all/ple/18744546



Note: If you are not logged into the product support site, you will be asked to do so.



Related documentation



This Installation and User’s Guide contains general information about the server, including



how to set up, install supported optional devices, and how to configure the server. The



following documentation also comes with the server:



• Safety Information



This document is in PDF on the Documentation CD. It contains translated caution and



danger statements. Each caution and danger statement that appears in the



documentation has a number that you can use to locate the corresponding statement



in your language in the Safety Information document.



• Problem Determination and Service Guide



This document is in PDF on the Unisys Support Web site. It contains information to



help you solve problems yourself, and it contains information for service technicians.



• Rack Installation Instructions



This printed document contains detailed instructions for installing your server in a rack.



If you are adding an optional Memory Expansion Module or scaling to another server,



see the rack installation instructions that comes with the cable option kit.



• Environmental Notices and User’s Guide



This document is in PDF on the Documentation CD. It contains translated



environmental notices.



• License Agreement for Machine Code



This document is in PDF on the Documentation CD. It provides translated versions of



the License Agreement for Machine Code for your product.



• MCP Linux License Information and Attributions



This document is in PDF on the Documentation CD. It provides the open-source



notices.
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The server might have features that are not described in the documentation that comes



with the server. The documentation might be updated occasionally to include information



about those features, or technical updates might be available to provide additional



information that is not included in the server documentation. These updates are available



from the Unisys Web site. To check for updated documentation and technical updates, go



to ES7000 Model 7600R G2 Support Site.



Notices and statements in this document



The caution and danger statements in this document are also in the multilingual Safety



Information document, which is on the Documentation CD. Each statement is numbered



for reference to the corresponding statement in your language in the Safety Information



document.



The following notices and statements are used in this document:



• Note: These notices provide important tips, guidance, or advice.



• Important: These notices provide information or advice that might help you avoid



inconvenient or problem situations.



• Attention: These notices indicate potential damage to programs, devices, or data.



An attention notice is placed just before the instruction or situation in which damage



might occur.



• Caution: These statements indicate situations that can be potentially hazardous to



you. A caution statement is placed just before the description of a potentially



hazardous procedure step or situation.



• Danger: These statements indicate situations that can be potentially lethal or



extremely hazardous to you. A danger statement is placed just before the description



of a potentially lethal or extremely hazardous procedure step or situation.



Features and specifications



The following information is a summary of the features and specifications of the server.



Depending on the server model, some features might not be available, or some



specifications might not apply.



Notes:



• Racks are marked in vertical increments of 4.45 cm (1.75 inches). Each increment is



referred to as a unit, or ″U.″ A 1-U-high device is 4.45 cm (1.75 inches) tall.



• Power consumption and heat output vary depending on the number and type of



optional features that are installed and the power-management optional features that



are in use.



• The sound levels were measured in controlled acoustical environments according to



the procedures specified by the American National Standards Institute (ANSI) S12.10



and ISO 7779 and are reported in accordance with ISO 9296. Actual sound-pressure



levels in a given location might exceed the average values stated because of room
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reflections and other nearby noise sources. The declared sound-power levels indicate



an upper limit, below which a large number of computers will operate.



Microprocessor:



• Intel™ Xeon™ Nehalem-EX multi-core microprocessor with up to 24 MB last level



cache.



• 2266 MHz CPU clock speed



• Support for up to four microprocessors,



- Four Quick Path Interconnect (QPI) links per microprocessor at up to 6.4 GT/s



(gigatransfers per second)



- Four Scalable Memory Interconnect (SMI) links per microprocessor at up to 6.4



GT/s



Note: Use the Setup utility to determine the type and speed of the microprocessors.



Memory:



• Type: Registered, ECC, PC3-10600 double data rate (DDR) III, SDRAM



• Sizes: 2 GB (PC3-10600 running at 1066 Mb/sec), 4 GB, 8 GB, and 16 GB (PC3-8500



running at 1066 Mb/sec) in pairs



• Minimum: 4 GB (two DIMMs per memory card minimum)



• Maximum: 1 TB (eight memory cards, each card containing 8 DIMMs for a total of



sixty four 16 GB DIMMs)



• Connectors: Two-way interleaved, eight dual inline memory module (DIMM)



connectors per memory card



Drives:



• Slim CD/DVD-RW: SATA (included)



• Serial Attached SCSI (SAS) 2.5-inch hard disk drives (optional)



• Solid state 1.8-inch drives (optional)



Expansion bays:



• Eight SAS, 2.5-inch bays or sixteen solid state 1.8-inch bays



• One 12.7 mm removable-media drive bay (CD/DVD-RW drive included)



Expansion slots:



• One PCI Express x16 (full-length) slot



• Five PCI Express x8 (two full-length and three half-length) slots



• One PCI Express x4 (x8 mechanical) full-length slot



• Emulex 10 GbE Custom Adapter in slot 7
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Scalability and memory expansion:



• Eight-socket scalability option uses 4 QPI external cables



• Memory Expansion Module option uses four QPI ports



• Multi-node configurations require 4 microprocessors in each node



Upgradeable microcode:



System UEFI, FPGA, diagnostics, IMM (Service Processor), and SAS microcode



Power supply:



• Standard: Two dual-rated power supplies.



- 1975 watts at 220 VAC input



- 875 watts at 110 VAC input



• Hot-swappable and redundant at 220 VAC only, with two power supplies



• At 110 VAC not hot swappable or redundant.



Size:



• 4U



• Height: 172.8 mm (6.81 in.)



• Depth: 712.13 mm (28.04 in.)



• Width: (without rack EIA brackets) 440 mm (17.32 in.)



• Width: (with rack EIA brackets) 482.6 mm (19 in.)



• Weight: approximately 49.90 kg (110 lb) when fully configured



Integrated functions:



• Integrated management module (IMM), which provides service processor control and



monitoring functions, video controller, and remote keyboard, video, mouse, and



remote hard disk drive capabilities



• Light path diagnostics



• Eight Universal Serial Bus (USB) ports (2.0)



- Four on rear of server



- Two on front of server



- Two internal



• Broadcom 5709 dual 10/100/1000 MB Ethernet controller



• Matrox video



- 16 MB video memory



- SVGA compatible



• Serial-attached SCSI (SAS) controller with RAID capabilities
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• Support for ServeRAID-M1015 SAS/SATA and ServeRAID-M5015 SAS/SATA



controllers



• Serial connector



• QPI Expansion Ports



Acoustical noise emissions:



• Sound power, idle: 58 dB declared



• Sound power, operating: 63 dB declared



Airflow:



• Nominal airflow: 67 cubic feet per minute (CFM)



• Typical airflow: 100 CFM



• Maximum airflow: 241 CFM



Environment:



• Air temperature:



- Server on:



o 10°C to 35°C (50°F to 95°F); altitude: 0 to 914 m (3000 ft).



o 10°C to 32°C (50°F to 90°F); altitude: 914 to 2133 m (7000 ft).



- Server off: 10°C to 43°C (50.0°F to 109.4°F); maximum altitude: 2133 m (6998.0 ft)



• Humidity:



- Server on: 8% to 80%



- Server off: 8% to 80%



• Particulate contamination:



Attention: Airborne particulates and reactive gases acting alone or in combination



with other environmental factors such as humidity or temperature might pose a risk to



the server. For information about the limits for particulates and gases, see Particulate



contamination.



Heat output:



Approximate heat output:



• Minimum configuration: 648 Btu per hour (190 watts)



• Typical configuration: 3753 Btu per hour (1100 watts)



• Design maximum configuration:



- 5971 Btu per hour (1930 watts) at 110 VAC



- 6739 Btu per hour (2150 watts) at 220 VAC
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Electrical input:



• Sine-wave input (50 - 60 Hz) required



• Input voltage low range:



- Minimum: 100 VAC



- Maximum: 127 VAC



• Input voltage high range:



- Minimum: 200 VAC



- Maximum: 240 VAC



• Approximate input kilovolt-amperes (kVA):



- Minimum: 0.20 kVA



- Typical: 1.12 kVA



- Maximum: 1.95 kVA (110 VAC)



- Maximum: 2.17 kVA (220 VAC)



What your server offers



The server uses the following features and technologies:



• UEFI-compliant server firmware



Server firmware offers several features, including Unified Extensible Firmware



Interface (UEFI) 2.1 compliance; enhanced reliability, availability, and serviceability



(RAS) capabilities; and basic input/output system (BIOS) compatibility support. UEFI



replaces the BIOS and defines a standard interface between the operating system,



platform firmware, and external devices. UEFI-compliant servers are capable of



booting UEFI-compliant operating systems, BIOS-based operating systems, and



BIOS-based adapters as well as UEFI-compliant adapters.



Note: The server does not support DOS.



• Integrated management module



The integrated management module (IMM) combines service processor functions,



video controller, and remote presence and blue-screen capture features in a single



chip. The IMM provides advanced service processor control, monitoring, and alerting



function. If an environmental condition exceeds a threshold or if a system component



fails, the IMM lights LEDs to help you diagnose the problem, records the error in the



IMM event log, and alerts you to the problem. Optionally, the IMM also provides a



virtual presence capability for remote server management capabilities. The IMM



provides remote server management through industry-standard interfaces:



- Intelligent Platform Management Interface (IPMI) version 2.0



- Simple Network Management Protocol (SNMP) version 3



- Common Information Model (CIM)



- Web browser (For more information, see Using the Integrated Management



Module.)
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• Call Home



Call Home is a Unisys software tool that monitors the server for hardware error



events. When a hardware error is located, it automatically submits a service request



packet through e-mail to the Unisys client support center. These packets contain



information on system or controller errors that are determined according to a



predefined set of conditions. For information on setting up Call Home through use of



the Integrated Management Module, see Section 5, Configuring Call Home.



• Large system-memory capacity



The server supports up to 1 TB of system memory. The memory controller supports



error correcting code (ECC) for up to 64 industry-standard PC3-10600, 1.8 V, 240-pin,



registered, double-data-rate (DDR) III, synchronous dynamic random access memory



(SDRAM) dual inline memory modules (DIMMs). The optional 32-DIMM Memory



Expansion Module is available for purchase and provides up to 512 GB of additional



memory. For more information about the Memory Expansion Module, see Memory



Expansion Module.



• Memory ProteXion



The Memory ProteXion feature provides the equivalent of a hot-spare drive in a RAID



array. It is based in the memory controller, and it enables the server to sense when a



chip on a DIMM has failed and to route the data around the failed chip.



• Integrated network support



The server comes with an integrated Broadcom 5709 dual Gigabit Ethernet controller,



which supports connection to a 10 Mbps, 100 Mbps, or 1000 Mbps network. For more



information, see Configuring the Broadcom Gigabit Ethernet controller.



• Integrated Trusted Platform Module (TPM)



This integrated security chip performs cryptographic functions and stores private and



public secure keys. It provides the hardware support for the Trusted Computing Group



(TCG) specification. You can download the software to support the TCG specification,



when the software is available.



• Large data-storage capacity and hot-swap capability



The server supports up to eight 1-inch (26 mm) slim-high, 2.5-inch hot-swap hard disk



drives that are connected to two SAS backplanes. With the hot-swap feature, you can



add, remove, and replace hard disk drives without turning off the server. For more



information, see Installing a hot-swap hard disk drive.



• Light path diagnostics



Light path diagnostics provides LEDs to help you diagnose problems. For more



information, see the section about light path diagnostics in the Problem Determination



and Service Guide.



• PCI Express 2.0 adapter capabilities



The server has six slots for PCI Express 2.0 x8 adapters and one slot for PCI Express



x16 adapters. For more information, see Installing a PCI Express adapter.



• Dynamic System Analysis (DSA) Preboot diagnostic programs
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The DSA Preboot diagnostic programs are stored in integrated USB memory and



collect and analyze system information to aid in diagnosing server problems. The



diagnostic programs collect the following information about the server:



- Event logs for ServeRAID controllers and service processors



- Hard disk drive health



- Installed hardware



- Light path diagnostics status



- Network interfaces and settings



- RAID controller configuration



- Service processor status and configuration



- System configuration



- Vital product data, firmware, and UEFI configuration



For additional information about DSA, see the Problem Determination and Service



Guide.



• Redundant connection



The addition of an optional network interface card (NIC) provides a failover capability to



a redundant Ethernet connection. If a problem occurs with the primary Ethernet



connection, all Ethernet traffic that is associated with the primary connection is



automatically switched to the redundant NIC. If the applicable device drivers are



installed, this switching occurs without data loss and without user intervention.



• Redundant cooling and power capabilities



The redundant cooling of the fans in the server enables continued operation if one of



the fans fails. The server supports two hot-swap power supplies, which provide



redundant power when connected to a 208-240v source.



• ServeRAID™ support



The server supports ServeRAID™ controllers to create redundant array of



independent disks (RAID) configurations.



• Symmetric multiprocessing (SMP)



The server supports up to four multi-core Intel Xeon microprocessors. One or more



multi-core microprocessors provides SMP capability.



Reliability, availability, and serviceability



Three important server design features are reliability, availability, and serviceability (RAS).



The RAS features help to ensure the integrity of the data that is stored in the server, the



availability of the server when you need it, and the ease with which you can diagnose and



correct problems.



The server has the following RAS features:
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• Advanced memory features:



- Single-bit memory error detection



- Single-bit memory error hardware correction



- Multi single-bit memory error recovery and corrections



- Uncorrectable error (UE) detection



- Full array memory mirroring (FAMM) redundancy



- Automatic failover recovery for UEs when FAMM is configured



- Automated logical removal of failed DIMMs on reboots prior to replacement



- Automatic address parity checking during writes and reads



• Automatic BIOS recovery (ABR) for UEFI



• Automatic error retry and recovery



• Automatic restart after a power failure



• Availability of microcode and diagnostic levels



• Integrated management module (service processor)



• Built-in, menu-driven electrically erasable programmable ROM (EEPROM) based



setup, system configuration, and diagnostic programs



• Built-in monitoring for fan, power, temperature, voltage, and power-supply redundancy



• Error codes and messages



• Error correcting code (ECC) L2 cache and system memory



• Fault-resistant startup



• Hot-swap hard disk drives



• Information and light path diagnostics LED panels



• Integrated management module for remote systems management



• Parity checking on the SAS bus and PCI Express buses



• Power managed and Advanced Configuration and Power Interface (ACPI) compliant



• Power-on self-test (POST)



• Predictive Failure Analysis™ (PFA) alerts



• Redundant Ethernet capabilities (requires optional Ethernet adapter) with failover



support



• Redundant hot-swap capability



- Cooling fans with speed-sensing capability



- Power supplies



• Remind button to temporarily flash the system-error LED



• Remote system problem-determination support



• ROM-based diagnostic programs
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• Standby voltage for systems-management features and monitoring



• Startup (boot) from LAN using Preboot Execution Environment (PXE) protocol



• System auto-configuring from the configuration menu



• System error logging



• Upgradeable microcode for POST, IMM, diagnostics, and read-only memory (ROM)



resident code, locally or over the LAN



• Vital product data (VPD) on microprocessors, system boards, power supplies, and SAS



(hot-swap-drive) backplane



• Wake on LAN™ capability



Obtaining Releases from the Support Site



If you need to install later release levels, such as firmware, you can obtain the desired



versions from the product support Web site, as follows:



1. Access the product support Web site at www.support.unisys.com.



The Product Support log-in page appears.



2. Type your user name and password and click Log In.



The Product Support page appears.



3. Under the ES7000 Servers section, locate 32-bit & 64-bit x86 Architecture and



click ES7000 Model 7600R G2. (Click GO if the selection does not take you to the



next page.)



The ES7000 Model 7600R G2 Support Site page appears.



4. Click Releases in the Options column in the middle of the page.



The ES7000 Model 7600R G2 Releases page appears.



5. Click the item that you want to download.



6. Save the file to the desired location for later use in updating your system.



7. Review any comments about installation of the later version or any read-me files that



are available.



Server controls, LEDs, and power



This section describes the controls, light-emitting diodes (LEDs), connectors on the front



and rear of the server, and how to turn the server on and off.



Note: The illustrations in this document might differ slightly from your server.
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Front view



The following illustration shows the controls, LEDs, and connectors on the front of the



server. (See Operator information panel for information about the operator information



panel.)



Electrostatic-discharge connector: Connect a electrostatic-discharge wrist strap to



this connector when you work with static-sensitive devices.



DVD-eject button: Press this button to release a CD or DVD from the DVD drive.



DVD drive activity LED: When this LED is lit, it indicates that the DVD drive is in use.



USB 1 and 2 connectors: Connect USB devices to these connectors.



Scalability LED: This LED is lit and remains on during POST on the primary server when



the UEFI and the IMM detect more than four microprocessors. This LED is lit and remains



on after POST on the secondary server.



Hard disk drive activity LED: When this LED is flashing, it indicates that the drive is in



use.



Hard disk drive status LED: Each hot-swap hard disk drive has a status LED. When



this LED is lit, it indicates that the drive has failed. If an optional ServeRAID controller is



installed in the server, when this LED is flashing slowly (one flash per second), it indicates



that the drive is being rebuilt. When the LED is flashing rapidly (three flashes per second),



it indicates that the controller is identifying the drive.



Operator information panel



The following illustration shows the controls and LEDs on the operator information panel.
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Information LED



System-error LED



1 2



Ethernet icon LED



Power-control button/power-on LED



Ethernet port activity LEDs Locator button/locator LEDPower-control button cover



The following controls and LEDs are on the operator information panel:



• Power-control button and power-on LED: Press this button to turn the server



on and off manually or to wake the server from a reduced-power state. The states of



the power-on LED are as follows:



- Off: AC power is not present, or the power supply or the LED itself has failed.



- Flashing rapidly (4 times per second): The server is turned off and is not



ready to be turned on. The power-control button is disabled. In a fully configured



server, it could take up to 8 minutes after the server is connected to AC power,



before the power-control button becomes active.



- Flashing slowly (once per second): The server is turned off and is ready to



be turned on. You can press the power-control button to turn on the server.



- Lit: The server is turned on.



- Fading on and off: The server is in a reduced-power state. To wake the server,



press the power-control button or use the IMM Web interface. For information



about logging on to the IMM Web interface, see Logging on to the Web interface.



• Ethernet icon LED: This LED lights the Ethernet icon.



• Information LED: When this LED is lit, it indicates that a noncritical event has



occurred. An LED on the light path diagnostics panel is also lit to help isolate the error.



• System-error LED: When this LED is lit, it indicates that a system error has



occurred. An LED on the light path diagnostics panel is also lit to help isolate the error.



• Locator button and locator LED: Use this LED to visually locate the server



among other servers. It is also used as the physical presence for trusted Platform



Module (TPM). Press this button to turn on or turn off this LED locally.



In a two-node configuration, this LED is lit on the primary server and flashes on the



secondary server during POST.



You can press this button or use an IPMI command to turn this LED on or off.



• Ethernet port activity LEDs: When either of these LEDs is lit, it indicates that the



server is transmitting to or receiving signals from the Ethernet LAN that is connected



to the Ethernet port that corresponds to that LED.



Light path diagnostics panel



The light path diagnostics panel is on the top of the operator information panel.
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To access the light path diagnostics panel, slide the blue release button on the operator



information panel to the left. Pull forward on the operator information panel until the hinge



of the panel is free of the server chassis. Then pull down on the operator information



panel, so that you can view the light path diagnostics panel information.



Operator information
panel



Light path
diagnostics LEDs



Release latch



The following illustration shows the controls and LEDs on the light path diagnostics panel.



Notes:



• Do not run the server for an extended period of time while the light path diagnostics



panel is pulled out of the server.



• Light path diagnostics LEDs remain lit only while the server is connected to power.



DASD



NMI



PCIPS SP
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MEM



CPU



FAN
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OVER SPEC



TEMP



Light Path Diagnostics
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LOG LINK



RAID
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• Remind button: This button places the system-error LED on the front panel into



Remind mode. In Remind mode, the system-error LED flashes once every 2 seconds



until the problem is corrected, the server is restarted, or a new problem occurs.



By placing the system-error LED indicator in Remind mode, you acknowledge that you



are aware of the last failure but will not take immediate action to correct the problem.



The remind function is controlled by the IMM.



• NMI button: Press this button to force a nonmaskable interrupt to the



microprocessor, if you are directed to do so by a Unisys service representative.



• Reset button: Press this button to reset the server and run the power-on self-test



(POST). You might have to use a pen or the end of a straightened paper clip to press



the button. The reset button is in the lower-right corner of the light path diagnostics



panel.



For more information about light path diagnostics, see the Problem Determination and



Service Guide.



Rear view



The following illustration shows the connectors on the rear of the server.



AC



DC



!



AC



DC



!



Thumbscrew is unpopulated in this position



except when 2-node lock bracket is installed



(2-node Scalability Kit Option)
Power



connector



System



management



Ethernet



QP I



ports



1 - 2



QP I



ports



3 - 4



Gigabit



Ethernet 1 - 2



System



serial
Video USB



Power-cord connector: Connect the power cord to this connector.



System-management connector: Use this connector to connect the server to a



network for systems-management information control. This connector is used only by the



IMM.



USB connectors: Connect USB devices, such as a USB mouse or keyboard, to these



connectors.



Video connector: Connect a monitor to this connector. In a two-node configuration,



connect the monitor to the primary server to see standard system output.
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Serial connector: Connect a 9-pin serial device to this connector. The serial port is



shared with the integrated management module (IMM). The IMM can take control of the



shared serial port to perform text console redirection and to redirect serial traffic, using



Serial over LAN (SOL).



QPI ports 1 - 4: In a single-node configuration, use these connectors to insert either a



QPI wrap card, or cable assembly (a future expansion capability). In a two-node



configuration, insert the QPI cables in these ports to connect another server or a Memory



Expansion Module to your server. See the documentation that came with your QPI cable



kit for detailed cabling instructions.



Gigabit Ethernet 1 and 2 connectors: Use these connectors to connect the server



to a network.



Rear view LEDs



The following illustration shows the LEDs on the rear of the server. For more information



about solving power-supply problems, see the Problem Determination and Service Guide.



Thumbscrew is unpopulated in this position



except when 2-node lock bracket is installed



(2-node Scalability Kit Option)
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AC power LED: Each hot-swap power supply has an AC power LED and a DC power



LED. When the AC power LED is lit, it indicates that sufficient power is coming into the



power supply through the power cord. During typical operation, both the AC and DC



power LEDs are lit. For any other combination of LEDs, see the Problem Determination



and Service Guide.



DC power LED: Each hot-swap power supply has a DC power LED and an AC power



LED. When the DC power LED is lit, it indicates that the power supply is supplying



sufficient DC power to the system. During typical operation, both the AC and DC power



LEDs are lit. For any other combination of LEDs, see the Problem Determination and



Service Guide.



Error LED: When the power-supply error LED is lit, it indicates that the power supply has



failed. See the Problem Determination and Service Guide for detailed information about



power-supply errors.



QPI link LEDs 1 - 4: When the QuickPath Interconnect (QPI) link LEDs are lit, they



indicate that the QPI links are fully established.



Power-on LED: See Operator information panel for the various states of the power-on



LED.



System-error LED: When this LED is lit, it indicates that a system error has occurred.



An LED on the light path diagnostics panel is also lit to help isolate the error.



Locator LED: Use this LED to visually locate the server among other servers.



In a two-node configuration, this LED is lit on the primary server and flashes on the



secondary server during POST.



You can press this button or use an IPMI command to turn this LED on or off.



Server power features



When the server is connected to an AC power source but is not turned on, the operating



system does not run, and all core logic except for the integrated management module



(IMM) is shut down; however, the server can respond to requests from the IMM, such as a



remote request to turn on the server. The power-on LED flashes to indicate that the server



is connected to AC power but not turned on.



In a two-node configuration, connect both servers to an AC power source as close to the



same time as possible to ensure optimum operation.
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Turning on the server



The power-control button becomes active about 2 minutes after the server is connected to



AC power. During this period, the fans on the power supplies can be heard as they are



running at high speed. After approximately 2 minutes, when the Power control



button/Power on LED goes from flashing rapidly to slow flashing, you can turn on the



server and all nodes in the partition and start the operating system by pressing the power-



control button.



The server can also be turned on in any of the following ways:



• If a power failure occurs while the server is turned on, the server will restart



automatically when power is restored.



• The systems-management software can turn on the server remotely.



• If your operating system supports the Wake on LAN™ feature, the Wake on LAN



feature can turn on the server.



Turning off the server



When you turn off the server and leave it connected to AC power, the server can respond



to requests from the IMM, such as a remote request to turn on the server. While the



server remains connected to AC power; fans on the power supplies continue to run. To



remove all power from the server, you must disconnect it from the power source.



Important: To view the error LEDs on the system board, leave the server connected to a



power source.



All operating systems should be orderly shutdown before you turn off the server. See your



operating-system documentation for information about shutting down the operating



system.



The server can be turned off in any of the following ways:



• You can turn off the server from the operating system, if your operating system



supports this feature. After an orderly shutdown of the operating system, the server



will be turned off automatically.



• You can press the power-control button to start an orderly shutdown of the operating



system and turn off the server, if your operating system supports this feature.



• If the operating system stops functioning, you can press and hold the power-control



button for more than 4 seconds to turn off the server.



• If the Wake on LAN feature turned on the server, the Wake on LAN feature can turn off



the server.



• The IMM can turn off the server as an automatic response to a critical system failure.



• You can turn off the server through a request from the IMM.
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Memory Expansion Module



If you purchased an optional Memory Expansion Module, it supports up to 32 DDR3



DIMMs, two 675-watt power supplies, and five 40 mm hot-swap speed-controlled fans. It



provides added memory and multi-node scaling support for host servers. The Memory



Expansion Module is designed for performance, expandability, and scalability; the fans and



power supplies use hot-swap technology for easy replacement without requiring that the



expansion module be turned off.



If you are adding an optional Memory Expansion Module or scaling to another server, see



the rack installation instructions that comes with the cable option kit.



The following illustration shows the Memory Expansion Module. The illustrations in this



document might differ slightly from your hardware.



Before you start the host server to power on the Memory Expansion Module, make sure



that the server has the latest level of code or firmware installed. To obtain the latest code



or firmware and update instructions, go to ES7000 Model 7600R G2 Support Site. In



addition, check the Unisys Web site to make sure that you have the latest version of the



documentation for your server.



Note: To check for updated documentation and technical updates, go to ES7000 Model



7600R G2 Support Site.



Memory Expansion Module features and specifications



The list below details a summary of the features and specifications of the Memory



Expansion Module.



• Intel memory controller with eight memory ports (four DIMMs on each port)



• Xcellerated Memory Technology



• Scalable Memory Expansion (SME) chip set



• QuickPath Interconnect (QPI) architecture technology:
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- Four 6.4 Giga Transfers (GT) per second QuickPath Interconnect links (for up to 2



microprocessors)



- Three 10.0 GT per second Scalable Memory Expansion (SME) scalability links



Scalability:



• Connects to the ES7000 Model 7600R G2 rack servers using QPI cables



• Connects to other Memory Expansion Modules, using Scalable Memory Expansion



(SME) link cables



• Scales up to 2 nodes (two Memory Expansion Modules + two servers)



Acoustical noise emissions:



• For maximum system configurations (32 DIMMs installed)



• Sound power (idling): 62 dB



• Sound power (operating): 62 dB



• Sound pressure (idling): 48 dBA



• Sound pressure (operating): 48 dBA



Size:



• Height: 4.4 cm (1.73 in.)



• Depth: 72.4 cm (28.5 in.)



• Width: 48.3 cm (19.0 in.)



• Weight: approximately 12.8 kg (28.2 lb) for a standard unit; when fully configured, 15.4



kg (33.9 lb)



DIMMs:



• Minimum: 2 DIMMs, 4 GB



• Maximum: 32 DIMM connectors (up to 512 GB of memory, depending on the DIMM



size)



• Type of DIMMs: 1066 MHz PC3-8500 and 1333 MHz PC3-10600 DDR3 SDRAM



• Supports 2 GB, 4 GB, 8 GB, and 16 GB DIMMs



Fans:



• Five hot-swap 40 mm fans



Environment:



• Air temperature:



- Enclosure on: 10° to 35°C (50° to 95°F); altitude: 0 to 914.4 m (3000 ft). Decreased



system temperature by 0.75° for every 1000 ft. increase in altitude.



- Enclosure off: 5° to 45°C (41° to 113′°F)



- Shipment: -40°C to +60°C (-40°F to 140°F
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• Humidity:



- Enclosure on: 20% to 80%; maximum dew point: 21°C (70°F)



- Enclosure off: 8% to 80%; maximum dew point: 27°C (80°F)



- Shipment: 5% to 100%



• Particulate contamination:



Attention: Airborne particulates and reactive gases acting alone or in combination



with other environmental factors such as humidity or temperature might pose a risk to



the server. For information about the limits for particulates and gases, see Particulate



contamination.



Power supply:



• One 675-watt (110 - 220 V AC auto-sensing) standard



• Supports up to two 675-watt (110 - 220 V AC auto-sensing) hot-swap power supplies



with built-in fans for redundancy support



Light path diagnostics LEDs:



• Board LED



• Configuration LED



• Fan LEDs



• Link LED (for QPI and Scalable Memory Expansion (SME) links)



• Locate LED



• Memory LEDs



• Power-on LED



• Power supply LEDs



Heat output:



• Heat output:



- Minimum configuration: 314 Btu per hour (92 watts)



- Maximum configuration 2048 Btu per hour (600 watts)



Electrical input:



• Sine-wave input (50 - 60 Hz) required



• Input voltage low range:



- Minimum: 90 V AC



- Maximum: 136 V AC



• Input voltage high range:



- Minimum: 198 V AC



- Maximum: 264 V AC
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• Approximate input kilovolt-amperes (kVA):



- Minimum: 0.1 kVA



- Maximum: 0.6 kVA



Notes:



• Power consumption and heat output vary depending on the number and type of



optional features that are installed and the power-management optional features that



are in use.



• These levels were measured in controlled acoustical environments according to the



procedures specified by the American National Standards Institute (ANSI) S12.10 and



ISO 7779 and are reported in accordance with ISO 9296. Actual sound-pressure levels



in a given location might exceed the average stated values because of room



reflections and other nearby noise sources. The declared sound-power levels indicate



an upper limit, below which a large number of computers will operate.



What the Memory Expansion Module offers



The Memory Expansion Module provides several features for easy operation, including:



• Customer replaceable units (CRUs)



The major CRUs in the Memory Expansion Module are memory modules, fans, and



power supplies. See Memory Expansion Module components for the supported



memory components.



• Light path diagnostics LEDs



The Memory Expansion Module has light path LEDs (front and rear) to indicate



hardware, scaling, and power problems.



• Redundant cooling and power capabilities



The Memory Expansion Module supports a maximum of two 675-watt hot-swap



power supplies and five single-motor hot-swap fans, which provides redundancy and



hot-swap capability. The redundant cooling by the fans enables continued operation if



one fan fails. The Memory Expansion Module comes with one 675-watt hot-swap



power supply and five fans. If a problem occurs with one of the power supplies, the



other power supply can meet the power requirements.



• Large memory capacity



The memory bus supports up to 512 GB of memory. The memory controller supports



error correcting code (ECC) for up to 32 industry-standard 1066 MHz PC3-10600R-999



or 1333 MHz PC3-8500, DDR3 (third-generation double-data-rate), registered,



synchronous dynamic random access memory (SDRAM) dual inline memory modules



(DIMMs).
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Memory Expansion Module RAS features



Three of the most important features in product design are reliability, availability, and



serviceability (RAS). These factors help to ensure that the integrity of the data processed



in your Memory Expansion Module is preserved, that the expansion module is available



when you want to use it, and should a failure occur, you can easily diagnose and repair the



failure with minimal inconvenience.



The following is an abbreviated list of the RAS features that the expansion module



supports:



• 1-year parts and 1-year labor limited warranty or it assumes the warranty of the



ES7000 Model 7600R G2 server when attached, whichever is longer.



• Chipkill memory protection



• Hot-swap and redundant cooling with fan-speed-sensing capability (front



serviceability)



• Hot-swap and redundant power supplies (rear serviceability)



• Information LED panel



• In-rack serviceability



• Memory redundant bit steering (RBS) and error correcting code (ECC)



• Memory mirroring support (mirrored DIMMs are mutually exclusive of each other)



• QuickPath Interconnect (QPI) fail down



• Rear serviceability power supplies



Memory Expansion Module indicators, LEDs, and power



This section describes the indicators and light-emitting diodes (LEDs) on the front and rear



of the Memory Expansion Module.



Front view



The following illustration shows the indicators on the front of the Memory Expansion



Module. All of the LEDs are controlled by the host server integrated management module



(IMM).



Note: The Memory Expansion Module does not have a power-on switch or button. The



Memory Expansion Module and all other functions are controlled by the host server to



which it is connected.
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• Information panel: This panel contains the indicators for the Memory Expansion



Module.



- Power-on LED: When this green LED is lit, it indicates that the Memory



Expansion Module is powered on.



- Locate LED: Use this blue LED to locate the Memory Expansion Module. The



locate LED also has a button that you can press to light up other servers or other



memory expansion modules to which the Memory Expansion Module is



connected.



- Power supply fault (error) LED: When this amber LED is lit, it indicates a



faulty hot-swap power-supply.



- Memory error LED: When this amber LED is lit, it indicates a DIMM problem.



- Link error LED: When this amber LED is lit, indicates that a QPI link fault or a



Scalable Memory Expansion (SME) link fault has occurred. The port LED for the



link that has been disconnected will not be lit on the rear of the Memory



Expansion Module. Scalable Memory Expansion (SME) link LEDs are on the rear



of the Memory Expansion Module, and the QPI link LEDs are on the server to



which the Memory Expansion Module is connected.



- Fan error LED: When this amber LED is lit, it indicates a fan error.



- System board error LED: When this amber LED is lit, it indicates a Memory



Expansion Module system-board tray error.



- Configuration error LED: When this amber LED is lit, it indicates a



configuration error. The memory LED might be lit to indicate a memory



configuration error.



Rear view



The following illustration shows the indicators on the rear of the Memory Expansion



Module.
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• Power-on LED: When this green LED is lit, it indicates that the Memory Expansion



Module is powered on. This LED is functionally equivalent to the power-on LED on the



front of the Memory Expansion Module.



• Locate LED: When this blue LED is lit, it indicates that the command from the server



IMM to the Memory Expansion Module is complete. Use this blue LED to locate the



Memory Expansion Module. The front locate LED also has a button that you can press



to light up other servers or other memory expansion modules to which the Memory



Expansion Module is connected. This LED is functionally equivalent to the Locate LED



on the front of the Memory Expansion Module.



• Power connector: Connect the power cord to this connector.



• AC power LED: Each hot-swap power supply has an AC power LED and a DC



power LED. When the AC power LED is lit, it indicates that sufficient power is being



supplied to the power supply through the power cord. During normal operation, both



the AC and DC power LEDs are lit.



• DC power LED: Each hot-swap power supply has a DC power LED and an AC



power LED. When the DC power LED is lit, it indicates that power supply is supplying



adequate DC power to the Memory Expansion Module. During normal operation, both



the AC and DC power LEDs are lit.



• Power supply fault (error) LED: When this amber LED is lit, it indicates a faulty



hot-swap power supply.



• Scalable Memory Expansion (SME) link LED: When this green LED is lit, it



indicates that a Scalable Memory Expansion (SME) link is functioning.



Turning the Memory Expansion Module on and off



Because the Memory Expansion Module is controlled by the server, turning on the



Memory Expansion Module refers to connecting the Memory Expansion Module power



cord to the power source and pressing the power-control button on the host server that is



connected to the Memory Expansion Module and is configured to identify the expansion



module. Normally, the operating system on the server starts, and the server issues a
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power-on request to the Memory Expansion Module. The Memory Expansion Module is



turned off only if the connected server issues a power-off request and you disconnect the



Memory Expansion Module power cord from the power source. You cannot turn off the



Memory Expansion Module manually.



CAUTION:



The power control button on the device and the power switch on the power



supply do not turn off the electrical current supplied to the device. The



device also might have more than one power cord. To remove all electrical



current from the device, ensure that all power cords are disconnected from



the power source.



1



2



You can disconnect the Memory Expansion Module power cords from the power source



to shut off all power immediately without damaging the Memory Expansion Module, but it



might cause an unrecoverable error and loss of data on the connected server.
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Section 3
Installing optional devices



Note: Before you install optional hardware devices, make sure that the server is working



correctly. Start the server, and make sure that the operating system starts, if an operating



system is installed, or that a message is displayed indicating that an operating system was



not found but that the server is otherwise working correctly. If the server is not working



correctly, see the Problem Determination and Service Guide for information about how to



run diagnostics.



This chapter provides detailed instructions for installing optional hardware devices in the



server.



Server components



The following illustration shows the major components in the server. The illustrations in



this document might differ slightly from your hardware.
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Blue on a component indicates touch points, where you can grip the component to



remove it from or install it in the server, open or close a latch, and so on.
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Orange on a component or an orange label on or near a component indicates that the



component can be hot-swapped, which means that if the server and operating system



support hot-swap capability, you can remove or install the component while the server is



running. (Orange can also indicate touch points on hot-swap components.) See the



instructions for removing or installing a specific hot-swap component for any additional



procedures that you might have to perform before you remove or install the component.



Memory-card DIMM connectors



The following illustration shows the DIMM connectors on a memory card.



DIMM 1



DIMM 2



DIMM 3



DIMM 4



DIMM 5



DIMM 6



DIMM 7



DIMM 8



Memory-card LEDs



The following illustration shows the LEDs on a memory card.
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DIMM 1 error LED



DIMM 2 error LED



DIMM 3 error LED



DIMM 4 error LED



DIMM 5 error LED



DIMM 6 error LED



DIMM 7 error LED



DIMM 8 error LED



Memory
card only
error LED



Light path
diagnostics
button



Light path
diagnostics
button
power LED



DIMM 5



DIMM 6



DIMM 7



DIMM 8



DIMM 1



DIMM 2



DIMM 3



DIMM 4



Memory
card/DIMM
error LED



SAS-backplane connectors



The following illustration shows the hard disk drive connectors on the SAS backplane.
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SAS signal
connector



SAS signal
connector



SAS power
connector



SAS power
connector



Cofiguration
connector



Cofiguration
connector



FrontRear



SAS hard
disk drive
connectors



Backplane 2
(for HDD 4-7)



Backplane 1
(for HDD 0-3)



1.8–inch solid state drive backplane connectors



The following illustration shows the cable connectors on the 1.8–inch solid state drive



backplane.



SAS signal
connector



SAS power
connector



Cofiguration
connector



SAS signal
connector



Microprocessor-board connectors



The following illustration shows the connectors on the microprocessor board.
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I/O board
power



I/O board



PCIe 2 x 8
connector for
SAS RAID card



Fan 3



SAS backplane
power



SAS backplane
data



Memory
card 8



Memory
card 7



Memory
card 6



Fan 2Fan 1



Memory
card 5



Front
panel



Scalability
LED



CD/DVD
power



Memory
card 1



Memory
card 2



Memory
card 3



Memory
card 4



Microprocessor
1 - 4 connector



1 2 3 4
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Microprocessor-board LEDs



The following illustration shows the LEDs on the four microprocessors.
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Microprocessor 4
error LED



Microprocessor 3
error LED



Microprocessor 2
error LED



Microprocessor 1
error LED



H8 heartbeat LEDMicroprocessor
board error LED



I/O-board connectors



The following illustration shows the connectors on the I/O board.
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PCIe2 x8
slot 7 slot 6



PCIe2 x8
slot 5
PCIe2 x8



slot 4
PCIe2 x8
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PCIe2 x16
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slot 2
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USB
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USB
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Power
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System
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I/O-board jumpers



The following illustration shows the jumpers on the I/O board.
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Wake on LAN
bypass (J31)



1
2
3



Password
override (J29)



1
2
3



1
2
3



Boot
recovery
(J22)



Table 3–1. I/O-board jumpers



Jumper



number



Jumper



name Jumper setting



J31 Wake on



LAN bypass
• Pins 1 and 2: Normal operation (default).



• Pins 2 and 3: Clears Wake on LAN bypass.



J29 Password



override
• Pins 1 and 2: Normal operation (default).



• Pins 2 and 3: Clears Password override.



J22 Boot



recovery
• Pins 1 and 2: Normal operation (default).



• Pins 2 and 3: Enable the UEFI recovery mode (forces boot



from secondary UEFI image if primary image is corrupted;



once the primary UEFI image is reprogrammed, this jumper



should be returned to normal, pins 1 and 2.)



Note: If no jumper is present, the server responds as if the jumper is on pins 1 and 2.



I/O-board LEDs



The following illustration shows the LEDs on the I/O board.
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Slot 7
error
LED



I/O
board
error
LED



Slot 6
error
LED



Slot 5
error
LED



Slot 4
error
LED



Slot 3
error
LED



Slot 2
error
LED



Slot 1
error
LED



Power fault LED



Installation guidelines



Before you install optional devices, read the following information:



• Read the safety information in Section 1, Safety, Working inside the server with the



power on, and Handling static-sensitive devices. This information will help you work



safely.



• When you install your new server, take the opportunity to download and apply the



most recent firmware updates. This step will help to ensure that any known issues are



addressed and that your server is ready to function at maximum levels of



performance. To download firmware updates for your server, go to Obtaining Releases



from the Support Site.



In a two-node configuration, make sure that the Server Firmware, FPGA, and IMM



code are at the same levels on all nodes.



• Before you install optional hardware devices, make sure that the server is working



correctly. Start the server, and make sure that the operating system starts, if an



operating system is installed, or that a message is displayed indicating that an



operating system was not found but that the server is otherwise working correctly. If



the server is not working correctly, see the Problem Determination and Service Guide



for information about how to run diagnostics. Messages indicating absence of OS are:



- Boot Failed. Windows Boot Manager



- Boot Failed. CD/DVD ROM



- Boot Failed. Floppy Disk
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- Boot Failed. Hard Disk 0



- Broadcom UNDI PXE. No boot filename received



• Observe good housekeeping in the area where you are working. Place removed



covers and other parts in a safe place.



• If you must start the server while the cover is removed, make sure that no one is near



the server and that no tools or other objects have been left inside the server.



• Do not attempt to lift an object that you think is too heavy for you. If you have to lift a



heavy object, observe the following precautions:



- Make sure that you can stand safely without slipping.



- Distribute the weight of the object equally between your feet.



- Use a slow lifting force. Never move suddenly or twist when you lift a heavy



object.



- To avoid straining the muscles in your back, lift by standing or by pushing up with



your leg muscles.



• Make sure that you have an adequate number of properly grounded electrical outlets



for the server, monitor, and other devices.



• Back up all important data before you make changes to disk drives.



• Have a small flat-blade screwdriver available.



• To view the error LEDs on the system board and internal components, leave the server



connected to power.



• You do not have to turn off the server to install or replace hot-swap power supplies,



hot-swap hard disk drives, hot-swap fans, or hot-plug Universal Serial Bus (USB)



devices.



• Blue on a component indicates touch points, where you can grip the component to



remove it from or install it in the server, open or close a latch, and so on.



• Orange on a component or an orange label on or near a component indicates that the



component can be hot-swapped, which means that if the server and operating system



support hot-swap capability, you can remove or install the component while the server



is running. (Orange can also indicate touch points on hot-swap components.) See the



instructions for removing or installing a specific hot-swap component for any



additional procedures that you might have to perform before you remove or install the



component.



• When you are finished working on the server, reinstall all safety shields, guards, labels,



and ground wires.



• For a list of supported optional devices for the server, see ES7000 Model 7600R G2



Support Site.



A single-power-supply server operating at 208 VAC



One power supply operating at 208 VAC supports a fully populated server, but it does not



support power or cooling redundancy.
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System reliability guidelines



To help ensure proper cooling and system reliability, make sure that the following



requirements are met:



• Each of the drive bays has a drive or an electromagnetic compatibility (EMC) shield



installed in it.



• If the server has redundant power, each of the power-supply bays has a power supply



installed in it.



• There is adequate space around the server to allow the server cooling system to work



properly. Leave approximately 50 mm (2.0 in.) of open space around the front and rear



of the server. Do not place objects in front of the fans. For proper cooling and airflow,



replace the top cover before you turn on the server. Operating the server for extended



periods of time (more than 30 minutes) with the top cover removed might damage



server components.



• You have followed the cabling instructions that come with optional adapters.



• You have replaced a failed fan within 48 hours.



• You have replaced a hot-swap drive within 2 minutes of removal.



• For redundant and hot-swappable power supply operation, the power supplies are



connected to 208-240 VAC.



• Microprocessor sockets 1 - 4 each always contain either a heat-sink blank or a



microprocessor and heat sink.



Working inside the server with the power on



Attention: Static electricity that is released to internal server components when the



server is powered on might cause the server to halt, which might result in the loss of data.



To avoid this potential problem, always use an electrostatic-discharge wrist strap or other



grounding system when you work inside the server with the power on.



The server supports hot-swap devices and is designed to operate safely while it is turned



on and the cover is removed. Follow these guidelines when you work inside a server that



is turned on:



• Avoid wearing loose-fitting clothing on your forearms. Button long-sleeved shirts



before you work inside the server; do not wear cuff links while you are working inside



the server.



• Do not allow your necktie or scarf to hang inside the server.



• Remove jewelry, such as bracelets, necklaces, rings, and loose-fitting wrist watches.



• Remove items from your shirt pocket, such as pens and pencils, which might fall into



the server as you lean over it.



• Avoid dropping any metallic objects, such as paper clips, hairpins, and screws, into the



server.
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Handling static-sensitive devices



Attention: Static electricity can damage the server and other electronic devices. To avoid



damage, keep static-sensitive devices in their static-protective packages until you are



ready to install them.



To reduce the possibility of damage from electrostatic discharge, observe the following



precautions:



• Limit your movement. Movement can cause static electricity to build up around you.



• Wear an electrostatic-discharge wrist strap, if one is available.



• Handle the device carefully, holding it by its edges or its frame.



• Do not touch solder joints, pins, or exposed circuitry.



• Do not leave the device where others can handle and damage it.



• While the device is still in its static-protective package, touch it to an unpainted metal



surface on the outside of the server for at least 2 seconds. This drains static electricity



from the package and from your body.



• Remove the device from its package and install it directly into the server without



setting down the device. If it is necessary to set down the device, put it back into its



static-protective package. Do not place the device on the server cover or on a metal



surface.



• Take additional care when you handle devices during cold weather. Heating reduces



indoor humidity and increases static electricity.



Internal cable routing and connectors



The following illustration shows the routing of the DVD power, fans 1 and 2, scalability



LED, and operator information cables.
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DVD power
cable connector



Fan 1 cable
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Scalability
LED cable



Fan 2 cable
connector



Operator
information
cable



The following illustration shows the routing of the USB and DVD signal cables.
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DVD signal
cable



USB
cable



Removing the top cover



Note: Before you install optional hardware devices, make sure that the server is working



correctly. Start the server, and make sure that the operating system starts, if an operating



system is installed, or that a message is displayed indicating that an operating system was



not found but that the server is otherwise working correctly. If the server is not working



correctly, see the Problem Determination and Service Guide for information about how to



run diagnostics.
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To remove the top cover, complete the following steps:



1. Read the safety information in Section 1, Safety, and Working inside the server with



the power on.



2. If you are installing or replacing a non-hot-swap component, turn off the server and all



attached peripheral devices. Disconnect all power cords; then, disconnect all external



signal cables from the server.



3. Slide the server out of the rack until the slide rails lock into place.



Top cover



Cover release
latch



4. Lift the cover-release latch. The cover slides to the rear approximately 13 mm (0.5



inch). Lift the cover off the server.



Attention: For proper cooling and airflow, replace the top cover before you turn on



the server. Operating the server for more than 2 minutes with the top cover



removed might damage server components.



Removing the top-cover bracket



To remove the top-cover bracket, complete the following steps:



1. Read the safety information in Section 1, Safety, and Working inside the server with



the power on.



2. If you are installing or replacing a non-hot-swap component, turn off the server and all



peripheral devices, and disconnect the power cords and all external cables.



3. Slide the server out of the rack until the slide rails lock into place.



4. Remove the top cover (see Removing the top cover).
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5. Slide the blue latches on the top-cover bracket toward the center of the server.



Latch



Latch



6. Tilt and lift the top-cover bracket out of the server.



7. If you are instructed to return the top-cover bracket, follow all packaging instructions,



and use any packaging materials for shipping that are supplied to you.
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Installing the top-cover bracket



Latch



Latch



To replace the top-cover bracket, complete the following steps:



1. Make sure that all internal cables are correctly routed.



2. Align the top-cover bracket on top of the server so that the metal tabs line up correctly



on the chassis, and then rotate it into place.



3. Slide the blue latches on the top cover bracket toward the outside of the server to lock



it in place.
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Removing the bezel



Note: You do not have to remove the top cover before you remove the bezel.



To remove the bezel, complete the following steps:



1. Read the safety information in Section 1, Safety, and Working inside the server with



the power on.



2. Press on the bezel retention tabs on the sides of the bezel and pull the bezel away



from the server.



Installing a PCI Express adapter



The following notes describe the types of adapters that the server supports and other



information that you must consider when you install an adapter:



• An Emulex 10 GbE Custom Adapter comes installed in PCI Express slot 7.



• Locate the documentation that comes with the adapter and follow those instructions



in addition to the instructions in this section. If you must change the switch setting or



jumper settings on the adapter, follow the instructions that come with the adapter.



• Avoid touching the components and gold-edge connectors on the adapter.



• If you are installing a ServeRAID adapter with a battery installed on the adapter, you



must install the adapter in a full length expansion slot and you must leave an empty



expansion slot next to the slot in which you install the ServeRAID adapter.



• The server scans devices and PCI Express slots to assign system resources in the



following order: ICH10 RAID, DVD, USB, I/O Hub 1, integrated Ethernet controller,



integrated SAS controller, PCI Express slots 5 through 7, I/O Hub 2, and then PCI



Express slots 1 through 4. If you have not changed the default startup sequence, the
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server starts the devices in the following order: DVD drive, USB-attached diskette



drive, hard disk drive 0, and network devices.



Note: To change the startup sequence, start the Setup utility and select Start



Options from the main menu. See Using the Setup utility for details about using the



Setup utility.



• The PCI Express 2.0 bus configuration is as follows:



- Expansion slot 1 is x16, slot 2 is x4 (x8 mechanical), and slots 3 through 6 are x8.



- Expansion slot 7 is a non-standard, 106-pin connector but accepts PCI Express x8,



x4, and x1 standard adapters.



- Expansion slots 1 through 4 are non-hot-plug, full-length PCI Express 2.0 and can



accept adapters up to 312.00 mm (12.28 inches) long.



- Expansion slots 5 through 7 are non-hot-plug, half-length PCI Express 2.0 and can



accept adapters up to 167.65 mm (6.6 inches) long.



Attention: Static electricity that is released to internal server components when the



server is powered on might cause the server to halt, which might result in the loss of data.



To avoid this potential problem, always use an electrostatic-discharge wrist strap or other



grounding system when you work inside the server with the power on.



To install a PCI Express adapter, complete the following steps.



1. Read the safety information in Section 1, Safety, and Installation guidelines.



2. Turn off the server and peripheral devices, and disconnect the power cords and all



external cables.



3. Remove the server cover (see Removing the top cover) and determine which PCI



Express expansion slot you will use for the adapter.



4. See the documentation that comes with the adapter for instructions for setting



jumpers or switches and for cabling.



Note: Route adapter cables before you install the adapter.
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Pin hole
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slot cover



5. Push the adapter retention latch toward the rear of the server and open the tab.



6. Remove the expansion-slot cover.



Attention: When you install an adapter, avoid touching the components and gold-



edge connectors on the adapter. Make sure that the adapter is correctly seated in



the connector. Incorrectly seated adapters might cause damage to the I/O board or



to the adapter.



7. Touch the static-protective package that contains the adapter to any unpainted



surface on the outside of the server; then, grasp the adapter by the top edge or



upper corners of the adapter and remove it from the package.



8. Carefully grasp the adapter by its top edge or upper corners, and align it with the



connector on the I/O board.



9. Press the adapter firmly into the adapter connector.



10. Push down on the blue adapter retention latch until it clicks into place, securing the



adapter.



11. Connect any required cables to the adapter.



If you have other devices to install or remove, do so now. Otherwise, go to Completing the



installation.
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Installing a ServeRAID adapter for use with 1.8–inch
solid state drives



The following notes describe the ServeRAID adapters that the server supports and other



information that you must consider when you install an adapter:



• Locate the documentation that comes with the adapter and follow those instructions



in addition to the instructions in this section. If you must change the switch setting or



jumper settings on the adapter, follow the instructions that come with the adapter.



• Avoid touching the components and gold-edge connectors on the adapter.



• The server scans devices and PCI Express slots to assign system resources in the



following order: ICH10 RAID, DVD, USB, I/O Hub 1, integrated Ethernet controller,



integrated SAS controller, PCI Express slots 5 through 7, I/O Hub 2, and then PCI



Express slots 1 through 4. If you have not changed the default startup sequence, the



server starts the devices in the following order: DVD drive, USB-attached diskette



drive, hard disk drive 0, and network devices.



Note: To change the startup sequence, start the Setup utility and select Start



Options from the main menu. See Using the Setup utility for details about using the



Setup utility.



• The PCI Express 2.0 bus configuration is as follows:



- Expansion slot 1 is x16, slot 2 is x8 (x4 lanes), and slots 3 through 6 are x8.



- Expansion slot 7 is a non-standard, 106-pin connector but accepts PCI Express x8,



x4, and x1 standard adapters.



- Expansion slots 1 through 4 are non-hot-plug, full-length PCI Express 2.0 and can



accept adapters up to 312.00 mm (12.28 inches) long.



- Expansion slots 5 through 7 are non-hot-plug, half-length PCI Express 2.0 and can



accept adapters up to 167.65 mm (6.6 inches) long.



Attention: Static electricity that is released to internal server components when the



server is powered on might cause the server to halt, which might result in the loss of data.



To avoid this potential problem, always use an electrostatic-discharge wrist strap or other



grounding system when you work inside the server with the power on.



To install a ServeRAID adapter, for use with 1.8–inch solid state drives, in a rear PCI



connector, complete the following steps.



1. Read the safety information in Section 1, Safety, and Installation guidelines.



2. Turn off the server and peripheral devices, and disconnect the power cords and all



external cables.



3. Remove the server cover (see Removing the top cover) and determine which PCI



Express expansion slot you will use for the adapter.



4. Remove the top cover bracket.
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5. Push the adapter retention latch toward the rear of the server and open the tab.



Adapter
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retention
latch



Pin



Pin hole



Expansion
slot cover



6. Remove the expansion-slot cover.



Attention: When you install an adapter, avoid touching the components and gold-



edge connectors on the adapter. Make sure that the adapter is correctly seated in



the connector. Incorrectly seated adapters might cause damage to the I/O board or



to the adapter.



7. Touch the static-protective package that contains the adapter to any unpainted



surface on the outside of the server; then, grasp the adapter by the top edge or



upper corners of the adapter and remove it from the package.



8. Carefully grasp the adapter by its top edge or upper corners, and align it with the



connector on the I/O board.



9. Press the adapter firmly into the adapter connector.



10. Push down on the blue adapter retention latch until it clicks into place, securing the



adapter.
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11. Route the SAS cables under the bottom of the I/O shuttle.



SAS signal
cables (2)



12. Connect one end of each SAS signal cable that came with the 1.8–inch solid state



drive cage and backplane option to the backplane and the other end to the



ServeRAID adapter.



• Connect one end of the first cable to Port 0 on the ServeRAID adapter and the



other end to connector J39 on the backplane.



• Connect one end of the second cable to Port 1 on the ServeRAID adapter and the



other end to connector J40 on the backplane.



13. Reinstall the top cover bracket.



Installing optional devices



3–24 3850 7273–002











If you have other devices to install or remove, do so now. Otherwise, go to Completing the



installation.



Installing a hot-swap hard disk drive



The following notes describe the types of hard disk drives that the server supports and



other information that you must consider when you install a hard disk drive:



• The server supports up to eight 1-inch (26 mm) slim-high, 2.5-inch, hot-swap hard disk



drives in the standard hot-swap bays.



• Start installing the hard disk drives from the bottom bay (bay 0).



• For a list of supported optional devices for the server, see ES7000 Model 7600R G2



Support Site.



• If the server will be configured for RAID operation, see the documentation that comes



with the controller for instructions for installing a hard disk drive.



• All hot-swap drives in the server should have the same throughput speed rating; using



drives with different speed ratings might cause all drives to operate at the lowest



throughput speed.



• To minimize the possibility of damage to the hard disk drives when you install the



server in a rack configuration, install the server in the rack before you install the hard



disk drives.



• You do not have to turn off the server to install hot-swap drives in the hot-swap drive



bays. However, you must turn off the server when you perform any steps that involve



installing or removing cables.
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The following illustration shows how to install a hot-swap hard disk drive.



Hard disk
drive
assembly Filler panel



Drive handle
(in open position)



Activity LED



Status LED



To install a hot-swap hard disk drive, complete the following steps:



1. Read the safety information in Section 1, Safety, and Installation guidelines.



2. Remove the filler panel from one of the empty hot-swap bays.



Note: When you install a drive in bays 4 through 7, you must first install a hard disk



drive backplane.



3. Touch the static-protective package that contains the hard disk drive to any unpainted



surface on the outside of the server; then, remove the hard disk drive from the



package.



4. Make sure that the drive handle is open; then, install the hard disk drive into the



hot-swap bay.



Note: When you turn on the server, check the hard disk drive status LEDs to make sure



that the hard disk drive is operating correctly. If the amber hard disk drive status LED for a



drive is lit continuously, that drive is faulty and must be replaced. If the green hard disk



drive activity LED is flashing, the drive is being accessed.



If you have other devices to install or remove, do so now. Otherwise, go to Completing the



installation.
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Installing a 2.5–inch hard disk drive backplane, SAS
cable handle, and ServeRAID adapter



To install a 2.5–inch hard disk drive backplane, SAS cable handle, and ServeRAID adapter,



complete the following steps:



1. Read the safety information in Section 1, Safety, and Installation guidelines.



2. Turn off the server and peripheral devices, and disconnect the power cord and all



external cables.



3. Remove the server cover (see Removing the top cover).



4. Remove the top cover bracket (see Removing the top-cover bracket).



5. Pull out any hard disk drive fillers.



If no disks or ServeRAID exist in server, go to step 10.



6. Pull out the hard disk drives just enough to disconnect them from the backplane.



7. Remove the ServeRAID adapter from behind the hard disk drive backplane.



8. Disconnect the SAS signal cables from the ServeRAID adapter.



9. Lift the SAS power and configuration cable handle up to disconnect the cables from



the microprocessor board.



10. Slide the backplane carrier release tab forward and slightly lift the carrier.
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11. Remove the backplane carrier and SAS power cable handle from the server together.



SAS power and
configuration cables



Release tab



Backplane
carrier



Alignment
pins



12. Remove the backplane filler from the backplane carrier.



a. Push the tabs on the backplane outward.



b. Pull the filler out of the backplane carrier.
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13. Orient and install the new backplane into the backplane carrier.



a. Position the notch in the backplane over the bottom right of the carrier.



b. Position the holes in the backplane over the pins in the carrier.



c. Push the backplane into the carrier.



14. Connect the new SAS signal cable that came with the backplane to the new



backplane.



15. If a backpanel was already installed in this server, connect the two unconnected



power cables from the SAS power cable handle to the new backplane. (Look at the



cabling of the first backplane to make sure you cable the new backplane correctly.) If



backpanels are being installed for the first time, then connect the shorter cables to



the lower backpanel and the longer cables to the upper backpanel.



16. Slide the backplane carrier into place until it latches while you hold the SAS power



cable handle out of the way.



17. Install the SAS power cable handle into place straight down onto the microprocessor



board.
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18. Connect the two SAS signal cables to the ServeRAID adapter. Connect the cable



from the bottom backplane to port 0 and the cable from the new top backplane to



port 1. The following graphics show the port numbers on the ServeRAID adapters.



Port 1 Port 0



ServeRAID M5015 controller
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19. Install the ServeRAID adapter onto the RAID adapter carrier, then install the carrier



into the server.



Release
latch



Tabs



Post



20. Install the top cover bracket (see Installing the top-cover bracket).



21. Push the hard disk drives and/or hard disk drive fillers back into place so that they



connect to the backplane.



22. Install the top cover.



23. Connect the cables and power cords (see Connecting the cables).



24. Turn on all attached devices and the server.



Installing a 1.8-inch drive cage and backplane



Use the following instructions to install a 1.8-inch drive cage when a 2.5-inch SAS hard



disk drive backplane is also installed in the server.



To install a 1.8-inch drive cage and backplane, complete the following steps:



1. Read the safety information in Section 1, Safety, and Installation guidelines.



2. Turn off the server and peripheral devices, and disconnect the power cord and all



external cables.



3. Remove the server cover (see Removing the top cover).



4. If any hard disk drives or fillers are installed in the server, pull out the bottom four just



enough to disconnect them from the backplane, and completely remove any fillers



from the top four bays.



5. Remove the backplane carrier and the SAS power cable handle:



a. Lift the SAS power and configuration cable handle up to disconnect the cables



from the microprocessor board.
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b. Slide the backplane carrier release tab forward and slightly lift the carrier.



c. Remove the backplane carrier and SAS power cable handle from the server



together.



SAS power and
configuration cables



Release tab



Backplane
carrier



Alignment
pins



6. Disconnect the power and configuration cables from the backplane. Do not



disconnect the SAS signal cable from the backplane.
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7. Remove the backplane filler from the backplane carrier.



a. Push the tabs on the backplane outward.



b. Pull the filler out of the backplane carrier.



8. Check the label on the cable handle to make sure you use the correct power and



configuration cable handle from the option kit. Connect the new power and



configuration cables from the power cable handle to the backplane in the carrier. Use



the shorter cables when connecting to the backplane in the bottom position of the



carrier.



9. Slide the backplane carrier into the server while lowering the power and



configuration cable handle into place.



10. Seat the power and configuration handle into the connector on microprocessor



board. Do not latch the backplane carrier fully into place yet.
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11. Slide the 1.8–inch drive backplane assembly into the hard disk drive cage. Make sure



that the LEDs are on the left side.



Filler panel



12. Connect the power and configuration cables into the back of the 1.8–inch drive



backplane assembly.



13. Seat the backplane carrier into the fully latched position. If there are hard disk drives



in the bottom four bays, slide them back into place.



14. Connect the two SAS signal cables to the ServeRAID adapter (such as a ServeRAID



M5015 SSD Controller or a 6Gb SSD HBA). Connect the cable from the bottom



backplane to port 0 and the cable from the new top backplane to port 1.



15. To install a ServeRAID adapter in one of the PCI connectors, see Installing a



ServeRAID adapter for use with 1.8–inch solid state drives for installation and cabling



information.



16. Install the top cover.



17. To install the solid state drives, see Installing a solid state drive.



18. Connect the cables and power cords (see Connecting the cables).



19. Turn on all attached devices and the server.



Installing a solid state drive



To install a solid state drive, complete the following steps:



1. Read the safety information in Section 1, Safety, and Installation guidelines.



2. Remove the drive cage filler panel.



3. Slide the drive release latch to the right and rotate the handle to the open position.
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4. Pull the lever to slide the drive filler out of the server.



5. Push the solid state drive in all the way until it clicks in the backplane.



6. Rotate the handle until the latch clicks closed.



7. Reinstall the drive cage filler panel.



8. Install the drive ID label on the server front bezel.
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Installing a QPI wrap card



If your server has more than two microprocessors installed, you must install two QPI wrap



cards in the server.



To install a QPI wrap card, complete the following steps:



1. Read the safety information in Section 1, Safety, and Installation guidelines.



2. Turn off the server and peripheral devices, and disconnect the power cord and all



external cables.



3. Rotate the blue release latch on the QPI wrap card handle and pull the handle to the



open position.



4. Push the wrap card into the bay, and slide the handle to the locked position.



5. Reconnect the cables and power cords (see Connecting the cables).



6. Turn on all attached devices and the server.



Installing an internal removable flash drive



The server supports two internal removable flash drives that are installed in the USB



connectors on the I/O board. You do not have to turn off the server to install an internal



removable flash drive.
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Locking
collar



To install an internal removable flash drive, complete the following steps:



1. Read the safety information in Section 1, Safety, and Installation guidelines.



2. Disconnect the power cable and remove the power supply that is closest to the USB



connector that you plan to use.



3. Reach through the empty power-supply bay and make sure the locking collar on the



connector is pushed down to the unlocked position.



4. Insert the internal flash memory drive into the connector.



5. Pull up on the locking collar to lock the internal flash memory drive in place.



Note: To remove an internal removable flash memory drive, push down on the



locking collar to unlock the drive before you remove the drive.



6. Reinstall the power supply and reconnect the power cable.
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If you have other devices to install or remove, do so now. Otherwise, go to Completing the



installation.



Memory modules



The following notes describe the types of dual inline memory modules (DIMMs) that the



server supports and other information that you must consider when you install DIMMs:



• The server supports 1.5 V, 240-pin, and 2 GB PC3-10600 or 4 GB, 8 GB, and 16 GB



PC3-8500 double data-rate (DDR) III, registered synchronous dynamic random-access



memory (SDRAM) with error correcting code (ECC) DIMMs. These DIMMs must be



compatible with the latest PC3-10600 or PC3-8500 SDRAM Registered DIMM



specifications. For a list of the supported optional devices for the server, see ES7000



Model 7600R G2 Support Site.



• The server supports up to eight memory cards. Each memory card holds up to eight



DIMMs.



• At least one memory card with one pair of DIMMs must be installed for the server to



operate.



• When you install additional DIMMs on a memory card, be sure to install them in pairs.



The DIMMs in each pair must match each other.



• You do not have to save new configuration information to the IMM when you install or



remove DIMMs. The only exception is if you replace a DIMM that was designated as



disabled in the Setup utility Memory Settings menu. In this case, you must



re-enable the row in the Setup utility or reload the default memory settings.



• When you restart the server after you add or remove a DIMM, the server displays a



message that the memory configuration has changed.



• Memory cards in connectors 1 and 2 support microprocessor 1, memory cards in



connectors 3 and 4 support microprocessor 2, memory cards in connectors 5 and 6



support microprocessor 3, and memory cards in connectors 7 and 8 support



microprocessor 4.



• There are four memory power buses, which are split among the eight memory cards.



• Populate the memory-card in the following order: 1, 7, 3, 5, 2, 8, 4, 6.



(Microprocessors must be installed in the following order: 1, 4, 2, and 3. See Installing



a microprocessor for more information.)



• Memory Hemisphere mode requires a minimum of 8 identical DIMMs per Nahalem



processor socket, four per memory module (DIMM slots 1, 8, 3, and 6 minimally). The



memory configuration outboard each memory controller must be identical.



Hemisphere mode is a requirement of 8-socket systems (two cells), but not



necessarily needed by the Memory Expansion Modules unless part of an 8-socket



system.



- A 4 socket system does not require hemisphere mode.



- However, an 8-socket system with or without the Memory Expansion Module



does require hemisphere mode.
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The following illustration shows the locations of the memory-card connectors.



Memory
card 1



Memory
card 2



Memory
card 3



Memory
card 4



Memory
card 5



Memory
card 6



Memory
card 7



Memory
card 8



Microprocessor 1
connector



Microprocessor 2
connector



Microprocessor 3
connector



Microprocessor 4
connector



• The following illustration shows the DIMM connectors on a memory card.



DIMM 1



DIMM 2



DIMM 3



DIMM 4



DIMM 5



DIMM 6



DIMM 7



DIMM 8
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• Install the DIMMs on each memory card in the order shown in the following table.



You must install at least one pair of DIMMs on each memory card.



Table 3–2. High-performance memory-card installation sequence



DIMM pair installation



order



Memory-card connector



number DIMM connector numbers



First 1 1 and 8



Second 7 1 and 8



Third 3 1 and 8



Fourth 5 1 and 8



Fifth 2 1 and 8



Sixth 8 1 and 8



Seventh 4 1 and 8



Eighth 6 1 and 8



Ninth 1 3 and 6



Tenth 7 3 and 6



Eleventh 3 3 and 6



Twelfth 5 3 and 6



Thirteenth 2 3 and 6



Fourteenth 8 3 and 6



Fifteenth 8 3 and 6



Sixteenth 6 3 and 6



Seventeenth 1 2 and 7



Eighteenth 7 2 and 7



Nineteenth 3 2 and 7



Twentieth 5 2 and 7



Twenty-first 2 2 and 7



Twenty-second 8 2 and 7



Twenty-third 4 2 and 7



Twenty-fourth 6 2 and 7



Twenty-fifth 1 4 and 5



Twenty-sixth 7 4 and 5



Twenty-seventh 3 4 and 5



Twenty-eighth 5 4 and 5
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Table 3–2. High-performance memory-card installation sequence (cont.)



DIMM pair installation



order



Memory-card connector



number DIMM connector numbers



Twenty-ninth 2 4 and 5



Thirtieth 8 4 and 5



Thirty-first 4 4 and 5



Thirty-second 6 4 and 5



To enable memory mirroring, you must install DIMMs in sets of four, one pair in each



memory card. All DIMMs in each set must be the same size and type. Memory



cards 1 and 2 mirror each other, cards 3 and 4 mirror each other, memory cards 5



and 6 mirror each other, and cards 7 and 8 mirror each other. Install DIMMs in the



sequence shown in the following table.



Table 3–3. Memory-card installation sequence for memory-mirroring



configuration



DIMM quad installation



order Memory card Connector numbers



First 1 1 and 8



2 1 and 8



Second 7 1 and 8



8 1 and 8



Third 3 1 and 8



4 1 and 8



Fourth 5 1 and 8



6 1 and 8



Fifth 1 3 and 6



2 3 and 6



Sixth 7 3 and 6



8 3 and 6



Seventh 3 3 and 6



4 3 and 6



Eighth 5 3 and 6



6 3 and 6
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Table 3–3. Memory-card installation sequence for memory-mirroring



configuration (cont.)



DIMM quad installation



order Memory card Connector numbers



Ninth 1 2 and 7



2 2 and 7



Tenth 7 2 and 7



8 2 and 7



Eleventh 3 2 and 7



4 2 and 7



Twelfth 5 2 and 7



6 2 and 7



Thirteenth 1 4 and 5



2 4 and 5



Fourteenth 7 4 and 5



8 4 and 5



Fifteenth 3 4 and 5



4 4 and 5



Sixteenth 5 4 and 5



6 4 and 5



• If a problem with a DIMM is detected, light path diagnostics lights the system-error



LED on the front of the server, indicating that there is a problem and guiding you to



the defective DIMM. When this occurs, first identify the defective DIMM; then,



remove and replace the DIMM.
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The following illustration shows the LEDs on the memory card.



DIMM 1 error LED



DIMM 2 error LED



DIMM 3 error LED



DIMM 4 error LED



DIMM 5 error LED
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Memory card/DIMM error LED: When this LED is lit, it indicates that the



memory card or a DIMM has failed.



Memory card only error LED: When this LED is lit, it indicates that the memory



card has failed.



DIMM 1 - 8 error LED: When one of these LEDs is lit, it indicates that a DIMM



has failed.



Light path diagnostics button power LED: When this LED is lit, it indicates



that the capacitor has power and error LEDs can be lit as necessary.



Light path diagnostics button: Press this button to relight the error LED that



had previously been lit.



Installing a memory card



At least one memory card with one pair of DIMMs must be installed for the server to



operate correctly.
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To install a memory card, complete the following steps:



1. Read the safety information in Section 1, Safety, and Installation guidelines.



2. Turn off the server and peripheral devices, and disconnect the power cords and all



external cables as necessary to replace the device.



3. Remove the server cover (see Removing the top cover).



4. Remove the memory card filler.



5. Prepare the memory card:



a. Touch the static-protective package that contains the memory card to any



unpainted surface on the outside of the server; then, remove the memory card



from the package.



b. Open the levers on the top of the memory card.



c. Place the memory card on a flat, static-protective surface, with the DIMM



connectors facing up.



d. Install DIMMs in the memory card (see Installing DIMMs).



6. Add the memory card.



Attention: When you move the memory card, do not allow it to touch any



components or structures inside the server.



a. Grasp the memory card by the retention levers and turn the memory card so that



the connector aligns with the connector on the microprocessor board and the



guides on the chassis.



b. Insert the memory card into the memory-card connector.



c. Press the memory card into the connector and close the retention levers.



d. Slide the blue release latch to the locked position.



If you have other devices to install or remove, do so now. Otherwise, go to Completing the



installation.



Installing DIMMs



DIMMs must be installed in pairs of the same type and speed. For you to use the memory



mirroring feature, all the DIMMs that are installed in the server must be the same type and



speed, and the operating system must support memory mirroring. The following



instructions are for installing one pair of DIMMs. To install DIMM pairs on more than one



memory card, repeat steps 3 though 7 for each memory card.



To install a DIMM, complete the following steps:



1. Read the safety information in Section 1, Safety, and Installation guidelines.



2. Turn off the server and peripheral devices, and disconnect the power cords and all



external cables as necessary to replace the device.
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3. Remove the server top cover (see Removing the top cover).



Release
lever



Error
LED



4. If you are installing DIMMs in a memory card that is already installed in the server,



remove the memory card:



a. Slide the blue release latch to the unlocked position.



b. Open the release levers on the top of the memory card.



c. While you hold the release levers open, lift the memory card out of the server.



5. Place a memory card on a flat, static-protective surface, with the DIMM connectors



facing up.



Attention: To avoid breaking the DIMM retaining clips or damaging the DIMM



connectors, open and close the clips gently.



6. Open the retaining clips [1] on each end of the DIMM connector.



7. Touch the static-protective package that contains the DIMM to any unpainted metal



surface on the outside of the server; then, remove the DIMM from the package.
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8. Turn the DIMM so that the DIMM keys align correctly with the slot.



DIMM



Retaining
clip



9. Insert the DIMM into the connector by aligning the edges of the DIMM with the



slots at the ends of the DIMM connector. Firmly press the DIMM straight down into



the connector [2] by applying pressure on both ends of the DIMM simultaneously.



The retaining clips snap into the locked position when the DIMM is seated in the



connector.



Note: If there is a gap between the DIMM and the retaining clips, the DIMM has not



been correctly inserted; open the retaining clips, remove the DIMM, and then reinsert



it.
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10. Install the memory card.



Release
lever



Memory
card filler



a. If this is a new memory card, remove the memory card filler from the server.



b. Insert the memory card into the memory-card connector.



c. Press the memory card into the connector and close the release levers.



d. Slide the blue release latch to the locked position.



If you have other devices to install or remove, do so now. Otherwise, go to Completing the



installation.



Installing a microprocessor



The following notes describe the type of microprocessor that the server supports and



other information that you must consider when you install a microprocessor:



• For a list of supported optional devices for the server, see the ES7000 Model 7600R



G2 section of the Unisys Product Support Web site at www.support.unisys.com.



• The server supports up to four Intel Xeon microprocessors. All processors must be the



same cache size, stepping and clock speed
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• Due to space limitations, you must use the microprocessor tool that comes with the



microprocessor, when you install the microprocessor.



• Prior to installing the microprocessor, make sure that the latest level of code or



firmware is installed. To download the latest version of firmware, go to the ES7000



Model 7600R G2 Product Support site, and click the Drivers and Downloads



option.



• For a list of supported operating systems, see ES7000 Model 7600R G2 Support Site.



• You can use the Setup utility to determine the specific type of microprocessor in the



server.



• Microprocessor sockets must always contain either a heat-sink blank or a



microprocessor and heat sink.



• Populate the microprocessor sockets in the following order: 1, 4, 2, and 3. The



following illustration shows the locations of the microprocessor sockets on the



microprocessor board.



• Before you begin the following procedure, remove the heat-sink blank from the



processor socket and check for damaged pins within the socket. If all the pins are



free from damage, reinstall the heat-sink blank. If any pins are damaged, contact



your Unisys service representative.



Note: In a one node server only, if your server has more than two microprocessors



installed, you must install two QPI wrap cards in the server.



To install a microprocessor, complete the following steps:



1. Read the safety information in Section 1, Safety, and Installation guidelines.



2. Turn off the server and peripheral devices, and disconnect the power cords and all



external cables as necessary to replace the device.
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3. Remove the server top cover (see Removing the top cover.)



Attention:When you handle static-sensitive devices, take precautions to avoid



damage from static electricity. For details about handling these devices, see Handling



static-sensitive devices.



4. Slide the blue latches on the top cover bracket toward the center of the server.



5. Lift the top cover bracket out of the server.



6. Remove the heat-sink blank and store it for future use.



7. Open the release socket lever and rotate the load plate.



8. Remove the microprocessor socket dust cover from the surface of the



microprocessor socket, if one is present. Store the dust cover in a safe place.
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9. Install the microprocessor in the microprocessor installation tool.



a. Remove the static-protective bag, and the foam surrounding the bag, from the



box.



b. Touch the static-protective bag that contains the new microprocessor to any



unpainted metal surface on the outside of the server.



c. Carefully remove the microprocessor from the static-protective bag, touching



only the edges of the microprocessor.



d. If there is a plastic protective cover on the bottom of the microprocessor,



carefully remove it.



Microprocessor



Protective
cover



e. Put the microprocessor back in the box, component side down on the solid piece



of foam.



f. Twist the handle of the installation tool counterclockwise so that it is in the open



position.



g. Using the triangle on the microprocessor to align it with the installation tool,



place the microprocessor on the underside of the tool.



h. Twist the handle of the installation tool clockwise to secure the microprocessor



in the tool.



Note: You can pick up or release the microprocessor by twisting the microprocessor



installation tool handle.
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10. Carefully position the microprocessor with the microprocessor tool over the



microprocessor socket. Twist the microprocessor tool counterclockwise to insert the



microprocessor into the socket.
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11. Close the load plate and then rotate the microprocessor-release lever to secure the



microprocessor.



12. Remove the heat sink from its package and rotate the heat-sink handle to the fully



open position.



13. Remove the cover from the bottom of the heat sink.



14. Position the heat sink above the microprocessor and align the clips of the heat sink



with the tabs next to the microprocessor socket.



15. Press on the top of the heat sink and rotate the lever to the closed position.



If you have other devices to install or remove, do so now. Otherwise, go to Completing the



installation.



Completing the installation



To complete the installation, complete the following steps:



1. If you removed the front bezel, slide the bezel onto the front of the server chassis.



2. If you removed the top-cover bracket, reinstall it. Slide the blue latches into the locked



position.



3. Place the top cover over the top of the server.



4. Slide the top cover forward; then, press down on the cover handle until it clicks into



place.



5. Connect the cables and power cords to the rear of the server. For more information,



Installing optional devices



3–52 3850 7273–002











see Connecting the cables.



Connecting the cables



Notes:



• Be sure to turn off the server before you connect any cables to or disconnect any



cables from the server.



• For additional cabling instructions, see the documentation that comes with the



optional devices. It might be easier for you to route any cables before you install



certain optional devices.



The following illustration shows the locations of the input and output connectors on the



rear of the server.
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Updating the server configuration



When you start the server for the first time after you add or remove a device, you might



receive a message that the configuration has changed. The Setup utility starts



automatically so that you can save the new configuration settings. For more information,



see Section 4, Configuring the server.



Some optional devices have device drivers that you must install. For information about



installing device drivers, see the documentation that comes with each device.



If the server has an optional RAID adapter and you have installed or removed a hard disk



drive, see the documentation that comes with the RAID adapter for information about



reconfiguring the disk arrays.



For information about configuring the integrated Gigabit Ethernet controller, see



Configuring the Broadcom Gigabit Ethernet controller.
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Installing hardware devices in the Memory
Expansion Module



The following sections provide detailed instructions for installing optional hardware



devices in the optional Memory Expansion Module.



Memory Expansion Module components



The following illustration shows the major components in the Memory Expansion Module.



The illustrations in this document might differ slightly from your hardware.
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Removing the Memory Expansion Module bezel



To remove the Memory Expansion Module bezel, complete the following steps:



1. Read the safety information in Section 1, Safety, and Installation guidelines.



2. Press in on the release tabs on both ends of the bezel and pull it off the chassis.



BezelAlignment
tab



Alignment
tab



Release
tab



Release
tab



Removing the Memory Expansion Module system-board tray



To remove the memory system-board tray, complete the following steps:



1. Read the safety information in Section 1, Safety, and Installation guidelines.



2. Turn off the host server (see Turning off the server) and all attached peripheral devices.



Disconnect all power cords from the Memory Expansion Module; then, disconnect all



external cables from the Memory Expansion Module.



3. Remove the bezel (see Removing the Memory Expansion Module bezel).
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4. Grasp the blue release latches on the system-board tray handles and press the release



latches in opposite directions and rotate the handles to the fully open position.



Stop-tab



Release latch



Release latch



Stop-tab



Handle



Handle



5. Grasp the handles and pull the system-board tray out until it stops; then, press in the



blue stop-tabs on both sides of the system-board tray and pull the tray out of the



chassis.



If you have other devices to install or remove, do so now. Otherwise, go to Completing the



Memory Expansion Module installation.



Installing the Memory Expansion Module



The following notes describe the types of DIMMs that the Memory Expansion Module



supports and other information that you must consider when you install DIMMs.



• The Memory Expansion Module supports a maximum of 32 DIMMs (single-rank,



dual-rank, or quad-rank).



Note: To determine the type of a DIMM, see the label on the DIMM. The information



on the label is in the format xxxxx nRxxx PC3-xxxxx-xx-xx-xxx. The numeral in the sixth



numerical position indicates whether the DIMM is single-rank (n=1) or dual rack (n=2).



• The DIMM options that are available for the Memory Expansion Module are 2 GB, 4



GB, 8 GB, and 16 GB.



• When you populate DIMMs in the Memory Expansion Module, populate the larger



capacity DIMMs first; then the smaller capacity DIMMs. See Table 3–6 for non-



mirroring mode DIMM population sequence and Table 3–7 for memory-mirroring



mode DIMM population sequence.



• The Memory Expansion Module provides eight memory ports (memory channels) and



each memory port supports up to four DIMMs. Do not mix DIMMs with x4 technology
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(DIMMs with DRAMs that are organized with 4 data lanes) and x8 technology (DIMMs



with DRAMs that are organized with 8 data lanes) in the same memory port.



Table 3–4. Memory ports and DIMM connectors



Memory ports DIMM connectors



1 1, 2, 7, and 8



2 3, 4, 5, and 6



3 9, 10, 15, and 16



4 11, 12, 13, and 14



5 17, 18, 23, and 24



6 19, 20, 21, and 22



7 25, 26, 31, and 32



8 27, 28, 29, and 30



Note: 2 GB, 4 GB, and 8 GB DIMMs are x4 technology DIMMs. 16 GB and 32 GB DIMMs are x8



technology DIMMs.



• Do not mix DIMMs with 1 Gb (gigabit) technology, 2 Gb DRAM technology, or other



gigabit DRAM technologies in banks of eight DIMMs on memory ports that are on the



same memory controller. This is not supported on the Memory Expansion Module.



The following table lists the DIMM connectors for each bank of eight DIMMs that are



on the memory ports within the same memory controller.



Table 3–5. DIMM banks and connectors



Bank of DIMMs DIMM connectors



1st bank of DIMMs 1, 2, 3, 4, 5, 6, 7, and 8



2nd bank of DIMMs 9, 10, 11, 12, 13, 14, 15, and 16



3rd bank of DIMMs 17, 18, 19, 20, 21, 22, 23, and 24



4th bank of DIMMs 25, 26, 27, 28, 29, 30, 31, and 32



• DIMMs must be installed in pairs for non-mirroring mode and in sets of four for



memory-mirroring mode.



• A minimum of two DIMMs must be installed in the Memory Expansion Module for



each microprocessor in the host server.



• The maximum operating speed of the Memory Expansion Module is determined by



the slowest DIMM installed in the Memory Expansion Module.



• The Memory Expansion Module does not come with any DIMMs installed when you
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purchase it as a option. When you install DIMMs, install them in the order shown in



the following tables to optimize system performance.



• The server supports non-mirroring mode and memory-mirroring mode.



- Non-mirroring mode. When you use the non-mirroring mode, install DIMMs



as indicated in the following table:



Table 3–6. Non-mirroring mode DIMM population sequence for the



Memory Expansion Module



Pairs of DIMMs DIMM connector population sequence



Pair 1 28, 29



Pair 2 9, 16



Pair 3 1, 8



Pair 4 20, 21



Pair 5 26, 31



Pair 6 11, 14



Pair 7 3, 6



Pair 8 18, 23



Pair 9 27, 30



Pair 10 10, 15



Pair 11 2, 7



Pair 12 19, 22



Pair 13 25, 32



Pair 14 12, 13



Pair 15 4, 5



Pair 16 17, 24



Note: When you populate DIMMs in the Memory Expansion Module, populate



the larger capacity DIMMs first; then the smaller capacity DIMMs.



- Memory-mirroring mode. When you use the mirroring mode feature,



consider the following information:



o Memory-mirroring mode replicates and stores data on sets of DIMMs



simultaneously. If a failure occurs, the memory controller switches from the



primary set of DIMMs to the backup set of DIMMs. To enable memory



mirroring through the Setup utility, select System Settings → Memory. For



more information, see Using the Setup utility.



o DIMMs must be installed in sets of four. The DIMMs in each set must be the



same size and type. This is applicable also when the Memory Expansion



Module is attached to a host server and the host server has an optional
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memory tray installed in the server. You must install DIMMs in sets of four



DIMMs for memory-mirroring mode in each (server, memory tray, and the



Memory Expansion Module).



o The maximum available memory is reduced to half of the installed memory



when memory mirroring is enabled. For example, if the Memory Expansion



Module has 64 GB of memory installed, only 32 GB of addressable memory is



available when you use memory mirroring.



o The following table lists the DIMM installation sequence for memory-



mirroring mode.



Table 3–7. Memory-mirroring mode DIMM population sequence for the



Memory Expansion Module



Sets of 4 DIMMs DIMM connector population sequence



Set 1 9, 16, 28, 29



Set 2 1, 8, 20, 21



Set 3 11, 14, 26, 31



Set 4 3, 6, 18, 23



Set 5 10, 15, 27, 30



Set 6 2, 7, 19, 22



Set 7 12, 13, 25, 32



Set 8 4, 5, 17, 24



Note: When you populate DIMMs in the Memory Expansion Module,



populate the larger capacity DIMMs first; then the smaller capacity DIMMs.



The following illustration shows the location of the DIMMs connectors on the system-



board tray.
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To install a memory module in the Memory Expansion Module, complete the following



steps.



Note: The Memory Expansion Module might come with DIMM fillers on DIMM



connectors that are not populated. Remove them before you install DIMMs in those



connectors.



1. Read the safety information in Section 1, Safety, and Installation guidelines.



2. Turn off the host server (see Turning off the server) and all attached peripheral devices.



Disconnect all power cords from the Memory Expansion Module; then, disconnect all



external cables from the Memory Expansion Module.



3. Remove the bezel (see Removing the Memory Expansion Module bezel).



4. Remove the system-board tray (see Removing the Memory Expansion Module



system-board tray).



5. Remove any DIMM fillers from the DIMM slots that you want to populate.
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6. Touch the static-protective package that contains the new DIMM to any unpainted



metal surface on the outside of the Memory Expansion Module; then, remove the



DIMM from the package.



7. Carefully open both retaining clips on each end of the DIMM connector.



Attention: To avoid breaking the retaining clips or damaging the DIMM connectors,



open and close the clips gently.



8. Turn the DIMM so that the DIMM keys align correctly with the connector.



9. Insert the DIMM into the connector by aligning the edges of the DIMM with the slots



at the ends of the DIMM connector.



10. Firmly press the DIMM straight down into the connector by applying pressure on



both ends of the DIMM simultaneously. The retaining clips snap into the locked



position when the DIMM is firmly seated in the connector.



Note: If there is a gap between the DIMM and the retaining clips, the DIMM has not



been correctly inserted; open the retaining clips, remove the DIMM, and then reinsert



it.



11. Replace the system-board tray (see Replacing the Memory Expansion Module



system-board tray). Grasp the system-board tray on both sides (near the stop-tabs)



and align the system-board tray with the chassis.



12. Slide the system-board tray forward until the tabs on the bottom of the handles touch



the chassis; then, close the handles and press firmly on the release latches to snap



them into the locked position.



If you have other devices to install or remove, do so now. Otherwise, go to Completing the



installation.
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Installing the Memory Expansion Module hot-swap power supply



The following notes describe the type of power supply that the Memory Expansion



Module supports and other information that you must consider when you install a power



supply:



• The Memory Expansion Module comes with one 675-watt hot-swap 12-volt output



power supply. The input voltage is 110 V AC or 220 V AC auto-sensing. Two power



supplies must be installed for redundancy support.



Note: You cannot mix 110 V AC and 220 V AC power supplies in the Memory



Expansion Module, it is not supported.



• These power supplies are designed for parallel operation. In the event of a power-



supply failure, the redundant power supply continues to power the system. The



Memory Expansion Module supports a maximum of two power supplies.



Statement 5:



CAUTION:



The power control button on the device and the power switch on the power



supply do not turn off the electrical current supplied to the device. The



device also might have more than one power cord. To remove all electrical



current from the device, ensure that all power cords are disconnected from



the power source.



1



2



Statement 8:
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CAUTION:



Never remove the cover on a power supply or any part that has the



following label attached.



Hazardous voltage, current, and energy levels are present inside any



component that has this label attached. There are no serviceable parts



inside these components. If you suspect a problem with one of these parts,



contact a service technician.



To install a hot-swap power supply in the Memory Expansion Module, complete the



following steps:



1. Read the safety information in Section 1, Safety, and Installation guidelines.



2. If the server is in a rack, at the back of the server, pull back the cable-management arm



to gain access to the rear of the server and the power supply.



3. If you are installing a hot-swap power supply into an empty bay, remove the power-



supply filler panel from the power-supply bay.



4. Touch the static-protective package that contains the hot-swap power supply to any



unpainted metal surface on the server; then, remove the power supply from the



package and place it on a static-protective surface.
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5. Grasp the handle on the rear of the power supply and slide the power supply forward



into the power-supply bay until it clicks. Make sure that the power supply connects



firmly into the power-supply connector.



6. Route the power cord through the power cord retention clip so that it does not



accidentally become disconnected.



7. Connect the power cord for the new power supply to the power-cord connector on



the power supply.



8. Connect the other end of the power cord to a properly grounded electrical outlet.



9. Make sure that the AC power LED and the dc power LED on the power supply are



lit, indicating that the power supply is operating correctly. The two green LEDs are to



the right of the power-cord connector.



If you have other devices to install or remove, do so now. Otherwise, go to Completing the



Memory Expansion Module installation.



Completing the Memory Expansion Module installation



To complete the Memory Expansion Module installation, complete the following steps:



1. Reinstall the system-board tray (see Replacing the Memory Expansion Module



system-board tray).



2. Reinstall the Memory Expansion Module bezel (see Replacing the Memory Expansion



Module bezel).



3. Reconnect the cables and power cords (see Connecting the Memory Expansion



Module cables).



4. Slide the Memory Expansion Module and the server back into the rack, if necessary.



5. Turn on the peripheral devices and the host server.
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Replacing the Memory Expansion Module system-board tray



To replace the system-board tray, complete the following step:



1. Read the safety information in Section 1, Safety, and Installation guidelines.



2. Grasp the system-board tray on both sides (near the stop-tabs) and align the system-



board tray with the chassis.



Stop-tab



Release latch



Release latch



Stop-tab



Handle



Handle



3. Slide the system-board tray forward until the tabs at the bottom of the handles touch



the chassis; then, close the handles and press firmly on the release latches to snap



them into the locked position.



4. Replace the bezel (see Removing the Memory Expansion Module bezel).



Replacing the Memory Expansion Module bezel



To replace the Memory Expansion Module bezel, complete the following steps:



1. Read the safety information in Section 1, Safety, and Installation guidelines.



2. Align the bezel alignment tabs with the chassis and press the bezel onto the chassis



until it snaps into place.
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BezelAlignment
tab



Alignment
tab



Release
tab



Release
tab



Connecting the Memory Expansion Module cables



To cable the Memory Expansion Module to the host server, see the QPI cable option



documentation and the Scalable Memory Expansion (SME) cable option documentation.



Be sure to turn off the host server before you connect any cables to or disconnect any



cables from the Memory Expansion Module.



The following illustration shows the locations of the connectors on the rear of the Memory



Expansion Module.
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Updating the Memory Expansion Module configuration



No configuration updates are required to be made directly to the Memory Expansion



Module. When the host server configuration is updated, the updates are automatically



applied to the Memory Expansion Module through the host server IMM.
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Section 4
Configuring the server



The following configuration programs come with the server:



• Setup utility



The Setup utility is part of the server firmware. Use it to perform configuration tasks



such as changing the startup-device sequence, setting the date and time, setting the



IP address for the integrated management module (IMM), and setting passwords. For



information about using this program, see Using the Setup utility.



• Configuring the memory expansion module



The Memory Expansion Module is automatically included in the server Setup Utility



when it is connected to it with the QPI cables.



• Boot Selection Menu program



The Boot Selection Menu program is part of the server firmware. Use it to override the



startup sequence that is set in the Setup utility and temporarily assign a device to be



first in the startup sequence. For more information about using this program, see



Using the Boot Selection Menu program.



• Integrated management module



Use the integrated management module (IMM) for configuration, to update the



firmware and sensor data record/field replaceable unit (SDR/FRU) data, and to



remotely manage a network. The IMM GUI is accessible by browsing to it’s IP address



with an internet browser window. For information about using the IMM, see Using the



Integrated Management Module and the Integrated Management Module User’s



Guide.



• Remote presence and blue-screen capture features



The remote presence feature provides the following functions:



- Remotely viewing video with graphics resolutions up to 1280 x 1024 at 75 Hz,



regardless of the system state



- Remotely accessing the server, using the keyboard and mouse from a remote



client



- Mapping the CD or DVD drive, diskette drive, and USB flash drive on a remote



client, and mapping ISO and diskette image files as virtual drives that are available



for use by the server or can be booted from if media is bootable.



- Uploading a diskette image to the IMM memory and mapping it to the server as a



virtual drive
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The blue-screen capture feature captures the video display contents before the IMM



restarts the server when the IMM detects an operating-system hang condition. A



system administrator can use the blue-screen capture feature to assist in determining



the cause of the hang condition.



For more information, see Using the remote presence and blue-screen capture



features.



• Ethernet controller configuration



For information about configuring the Ethernet controller, see Configuring the



Broadcom Gigabit Ethernet controller.



• Advanced Settings Utility (ASU) program



Use this program as an alternative to the Setup utility for modifying UEFI settings and



IMM settings. Use the ASU program online or out of band to modify UEFI settings



from the command line without the need to restart the server to run the Setup utility.



For information about using this program, see Advanced Settings Utility program.



Using the Setup utility



Use the Setup utility, to perform the following tasks:



• View configuration information



• View and change assignments for devices and I/O ports



• Set the date and time



• Set and change passwords



• Set the startup characteristics of the server and the order of startup devices



• Set and change settings for advanced hardware features



• View, set, and change settings for power-management features



• View and modify network configuration for integrated management server (IMM)



• Enter the BIOS menus of disk controllers in the system



• View and clear error logs



• Resolve configuration conflicts



Starting the Setup utility



To start the Setup utility, complete the following steps:



1. Turn on the server.



Note: The power-control button becomes active about 2 minutes after the server is



connected to AC power.



2. When the prompt <F1> Setup is displayed, press F1. If you have set an administrator



password, you must type the administrator password to access the full Setup utility



menu. If you do not type the administrator password, a limited Setup utility menu is



available.
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3. Select the settings to view or change.



Setup utility menu choices



The following choices are on the Setup utility main menu. Depending on the version of the



server firmware, some menu choices might differ slightly from these descriptions.



• System Information



Select this choice to view information about the server. When you make changes



through other choices in the Setup utility, some of those changes are reflected in the



system information; you cannot change settings directly in the system information.



This choice is on the full Setup utility menu only.



- System Summary



Select this choice to view configuration information, including the ID, speed, and



cache size of the microprocessors; machine type and model of the server; the



serial number; the system UUID; and the amount of installed memory. When you



make configuration changes through other choices in the Setup utility, the



changes are reflected in the system summary; you cannot change settings



directly in the system summary.



- Product Data



Select this choice to view the system-board identifier and the revision level or



issue date of the server firmware, integrated management module, and



diagnostics code.



• System Settings



Select this choice to view or change the server component settings. This choice is on



the full Setup utility menu only.



- Adapters and UEFI Drivers



Select this choice to view information about the adapters and device drivers in the



server that are compliant with EFI 1.10 and UEFI 2.0.



- Processors



Select this choice to view or change the processor settings.



- Memory



Select this choice to view or change the memory settings. To configure memory



mirroring, select System Settings → Memory → Memory Mirroring



Mode → Mirrored.



- Devices and I/O Ports



Select this choice to view or change assignments for devices and input/output



(I/O) ports. You can configure the serial ports; configure remote console



redirection; enable or disable integrated Ethernet controllers, the SAS/SATA



controller, SATA optical drive channels, and PCI slots; and view the system



Ethernet MAC addresses. If you disable a device, it cannot be configured, and the



operating system will not be able to detect it (this is equivalent to disconnecting



the device).
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- Power



Select this choice to view or change power settings.



o Active Energy Manager



This option is not included with the ES7000 Model 7600R G2 server.



o Power Restore Policy



Select this choice to determine the mode of operation to which the server will



be restored after a power outage occurs. You can select Always on,



Always off, or Restore to restore the server the state it was in at the time



of the power outage.



- Operating Modes



Select this choice to select the memory speed or to specify a preset operating



mode to configure the server for maximum power savings, maximum efficiency,



or maximum performance.



o Efficiency mode



Select this choice to maintain the optimal balance between performance and



power consumption. The server generally produces the best performance per



watt while it is in this mode.



o Acoustic mode



Select this choice to configure the server to draw the minimum amount of



power and generate the least noise. Server performance might be degraded



depending on the application that you are running.



o Performance mode



Select this choice to achieve the highest absolute performance for most



server applications. The power consumption in this mode is often higher than



in the Efficiency or the Acoustics mode.



o Custom mode



Select this choice only if you understand the functions of the low-level IMM



settings. This is the only choice that enables you to change the low-level IMM



settings that affect the performance and power consumption of the server.



- Integrated Management Module



Select this choice to view or change the settings for the integrated management



module.



o POST Watchdog Timer



Select this choice to view or enable the POST watchdog timer.



o POST Watchdog Timer Value



Select this choice to view or set the POST loader watchdog timer value.



o Reboot System on NMI



Enable or disable restarting the server whenever a nonmaskable interrupt



(NMI) occurs. Disabled is the default.
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o Commands on USB Interface Preference



Enable or disable the Ethernet over USB interface on IMM.



o Network Configuration



Select this choice to view and select the system management network



interface port, the IMM MAC address, the current IMM IP address, and host



name; define the static IMM IP address, subnet mask, and gateway address;



specify whether to use the static IP address or have DHCP assign the IMM IP



address; save the network changes; and reset the IMM.



o Reset IMM to Defaults



Select this choice to view or reset the IMM to the default settings.



o Reset IMM



Select this choice to reset the IMM settings.



- Legacy Support



Select this choice to view or set legacy support.



o Force Legacy Video on Boot



Select this choice to force INT video support, if the operating system does not



support UEFI video output standards.



o Rehook INT



Select this choice to enable or disable devices from taking control of the boot



process. The default is Disable.



o Legacy Thunk Support



Select this choice to enable or disable UEFI to interact with PCI mass storage



devices that are not UEFI compliant.



o Network



Select this choice to view or configure optional network devices, such as



iSCSI, PXE, and network devices. There might be additional configuration



choices for optional network devices that are compliant with UEFI 2.1 and



later.



• Date and Time



Select this choice to set the date and time in the server, in 24-hour format



(hour:minute:second).



This choice is on the full Setup utility menu only.



• Start Options



Select this choice to view or change the start options, including the startup sequence,



keyboard NumLock state, PXE boot option, and PCI device boot priority. Changes in



the startup options take effect when you restart the server.



The startup sequence specifies the order in which the server checks devices to find a



boot record. The server starts from the first boot record that it finds. If the server has



Wake on LAN™ hardware and software and the operating system supports Wake on



LAN™ functions, you can specify a startup sequence for the Wake on LAN™



Configuring the server



3850 7273–002 4–5











functions. For example, you can define a startup sequence that checks for a disc in the



CD-RW/DVD drive, then checks the hard disk drive, and then checks a network



adapter.



This choice is on the full Setup utility menu only.



• Boot Manager



Select this choice to view, add, or change the device boot priority, boot from a file,



select a one-time boot, or reset the boot order to the default setting.



• System Event Logs



Select this choice to access the System Event Manager, where you can view the



POST event log and the system-event log.



The POST event log contains the three most recent error codes and messages that



were generated during POST.



The system-event log contains POST and system management interrupt (SMI) events



and all events that are generated by the baseboard management controller that is



embedded in the integrated management module.



Important: If the system-error LED on the front of the server is lit but there are no



other error indications, clear the system-event log. Also, after you complete a repair or



correct an error, clear the system-event log to turn off the system-error LED on the



front of the server.



- POST Event Viewer



Select this choice to access the POST event viewer to view the POST event log.



- System Event Log



Select this choice to view the system-event log.



- Clear System Event Log



Select this choice to clear the system-event log.



• User Security



Select this choice to set, change, or clear passwords. For information about



passwords, see Passwords.



This choice is on the full and limited Setup utility menu.



- Set Power-on Password



Select this choice to set or change a power-on password. For more information,



see Power-on password.



- Clear Power-on Password



Select this choice to clear a power-on password.



- Set Administrator Password



Select this choice to set or change an administrator password. An administrator



password is intended to be used by a system administrator; it limits access to the



full Setup utility menu. If an administrator password is set, the full Setup utility



menu is available only if you type the administrator password at the password



prompt. For more information, see Administrator password.
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- Clear Administrator Password



Select this choice to clear an administrator password.



• Save Settings



Select this choice to save the changes that you have made in the settings.



• Restore Settings



Select this choice to cancel the changes that you have made in the settings and



restore the previous settings.



• Load Default Settings



Select this choice to cancel the changes that you have made in the settings and



restore the factory settings.



• Exit Setup



Select this choice to exit from the Setup utility. If you have not saved the changes that



you have made in the settings, you are asked whether you want to save the changes



or exit without saving them.



Passwords



From the User Security menu choice, you can set, change, and delete a power-on



password and an administrator password. The User Security choice is on the full Setup



utility menu only.



If you set only a power-on password, you must type the power-on password to complete



the system startup and to have access to the full Setup utility menu.



An administrator password is intended to be used by a system administrator; it limits



access to the full Setup utility menu. If you set only an administrator password, you do not



have to type a password to complete the system startup, but you must type the



administrator password to access the Setup utility menu.



If you set a power-on password for a user and an administrator password for a system



administrator, you can type either password to complete the system startup. A system



administrator who types the administrator password has access to the full Setup utility



menu; the system administrator can give the user authority to set, change, and delete the



power-on password. A user who types the power-on password has access to only the



limited Setup utility menu; the user can set, change, and delete the power-on password, if



the system administrator has given the user that authority.



Power-on password



If a power-on password is set, when you turn on the server, you must type the power-on



password to complete the system startup. You can use any combination of up to seven



characters (A - Z, a - z, and 0 - 9) for the password.
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If a power-on password is set, you can enable the Unattended Start mode, in which the



keyboard and mouse remain locked but the operating system can start. You can unlock the



keyboard and mouse by typing the power-on password.



If you forget the power-on password, you can regain access to the server in any of the



following ways:



• If an administrator password is set, type the administrator password at the password



prompt. Start the Setup utility and reset the power-on password.



• Remove the battery from the server and then reinstall it. For instructions for removing



the battery, see the Problem Determination and Service Guide.



Attention: Before you change any switch settings or move any jumpers, turn off the



server; then, disconnect all power cords and external cables. See the safety



information in Section 1, Safety. Do not change settings or move jumpers on any



system-board switch or jumper blocks that are not shown in this document.



• The default for the Password override jumper (J29) is Off.



While the server is turned off, move the jumper to pins 2 and 3 clear the power-on



password override. You can then start the Setup utility and reset the power-on



password. You do not have to return the jumper to the previous position.



The power-on password override jumper does not affect the administrator password.



Attention: Before you move any jumpers, turn off the server; then, disconnect all



power cords and external cables. See the safety information in Section 1, Safety. Do



not change settings or move jumpers on any system-board switch or jumper blocks



that are not shown in this document.



Administrator password



If an administrator password is set, you must type the administrator password for access



to the full Setup utility menu. You can use any combination of up to seven characters (A - Z,



a - z, and 0 - 9) for the password.



Attention: If you set an administrator password and then forget it, there is no way to



change, override, or remove it. You must replace the I/O board.



Using the Boot Selection Menu program



The Boot Selection Menu is used to temporarily redefine the first startup device without



changing boot options or settings in the Setup utility.



To use the Boot Selection Menu program, complete the following steps:



1. Turn off the server.



2. Restart the server.



3. When the prompt



<F12> Select Boot Device
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is displayed, press F12. If a bootable USB mass storage device is installed, a



submenu item (USB Key/Disk) is displayed.



4. Use the Up Arrow and Down Arrow keys to select an item from the menu and press



Enter.



The next time the server starts, it returns to the startup sequence that is set in the Setup



utility.



Starting the backup server firmware



The system board contains a backup copy area for the server firmware. This is a secondary



copy of the server firmware that you update only during the process of updating the server



firmware. If the primary copy of the server firmware becomes damaged, use this backup



copy.



To force the server to start from the backup copy of the server firmware, turn off the



server; then, move the UEFI boot recovery J22 jumper to the backup position (pins 2 and



3).



Use the backup copy of the server firmware until the primary copy is restored. After the



primary copy is restored, turn off the server; then, move the UEFI boot recovery J22



jumper back to the primary position (pins 1 and 2).



Installing Windows Server 2008



Notes:



• The following procedure assumes a functional server with a boot disk or RAID disk



already configured.



• You can use either a direct-connect keyboard/video/mouse or a remote desktop.



• The following procedure applies to both Windows Server 2008 and Windows Server



2008 R2. Any step that applies to Windows Server 2008 only is preceded with “For



Windows Server 2008 only.” Otherwise, references to “Windows Server 2008” apply



to both operating systems.



To install Windows Server 2008, complete the following steps:



1. Insert the Windows Server 2008 DVD into the DVD drive.



2. Turn on the server.



3. When you are prompted with the message ″Press any key to boot from cd or dvd″,
press any key to start the server from the Windows Server 2008 Setup DVD. The files



are copied from the setup DVD. This process takes a few minutes.
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4. In the Windows Server 2008 window, make the following selections:



• From the Language to install list, select English (or other language



preference).



• From the Time and currency format list, select English (United States)



(or other time & currency preference).



• From the Keyboard or input method list, select US (or other preference).



5. Click Next.



6. Click Install Now.



7. If prompted, use the product key supplied with Windows Server 2008 to activate your



installation.



8. Select the version of Windows Server 2008 you would like to install.



9. If prompted, click I have selected the edition of Windows that I have



purchased



10. Click Next.



11. Scroll down and read the license agreement.



12. Select I accept the license terms and click Next.



13. Select Custom (advanced). For Windows Server 2008 only, you receive a message



that no controller or driver was found.



14. For Windows Server 2008 only, click Load Driver.



15. For Windows Server 2008 only, install a thumb-drive containing the driver for your



RAID controller or map a floppy-disk image if you are using the Remote Control



window.



16. For Windows Server 2008 only, click OK or Browse. Select the correct driver. This



could be ServeRAID M5015 SAS/SATA Controller, an M1015 controller, or an SSD



controller depending on which controller is installed.



17. When Windows Server 2008 Setup displays all hard disk storage that is available on



the server, select one of the following options to choose or create a drive partition in



which to install Windows Server 2008:



• Allow Setup to create a partition: To partition the entire hard disk as one



primary partition, highlight Disk0 unallocated space for the hard disk drive on



which you want to install Windows Server 2008, and click Next.



• Create a partition: To create a partition, highlight Disk0 unallocated space



for the hard disk drive on which you want to install Windows Server 2008, and



click Drive options; then, click New. You are prompted to indicate how much



available space to allocate from the non-partitioned drive. Type the amount of



space (in MB), and click Apply; then, click Next.



• Delete a partition: Use this option to delete a previous partition prior to



creating a partition using either method above.



18. Setup formats the selected partition and copies the applicable files to the drive



partition. This process takes several minutes. When the installation is complete, the



server restarts automatically.
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19. After Windows Server 2008 restarts, you are prompted to change the administrator



password before you can log on. After you log on as the administrator, a configuration



wizard window starts. Use the wizard for naming and basic networking setup.



20. Use the Microsoft Server 2008 Roles and Features functions to set up the server for



your specific needs.



21. Use the product key supplied with Windows Server 2008 R2 to activate your



installation.



Adapter Firmware and Driver Installation



Overview



Immediately after the installation of the Windows operating system, load the various



drivers to either fully use the adapters that are installed in the system or to provide



improved stability from newer drivers than those available on the installation media.



In addition, the various adapters and other hardware may require later levels of firmware to



use the features and functions of the drivers.



Locating Driver and Firmware Software



Various packages are available on the Unisys Product Support web site that contain the



new adapter drivers and firmware.



To download one of the packages



1. With a browser, navigate to www.support.unisys.com and sign in.



2. On the Product Support Home page, select ES7000 Model 7600R G2. The



ES7000 Model 7600R G2 Support Site appears.



3. In the left navigation links, click Drivers and Downloads. The ES7000 Model



7600R G2 Drivers and Downloads page appears.



4. On the Drivers and Download page, either



• On the Hardware tab, select a specific adapter to obtain only its drivers and



firmware.



• On the Media tab, select a package of files that contains all available drivers and



firmware for all possible adapters and other hardware that may be included in the



system.



Note: The Unisys Product Support web site is constantly being updated. Driver and



firmware files are subject to change at any time.
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Installing driver and firmware for a specific adapter



1. The Hardware tab of the Drivers and Downloads page lists all driver and download



choice. Click the item that you want to download. A Web page listing all available



release levels for that adapter appears.



2. Click the latest release level in the Level/Downloads column. A Web page for the



release level appears.



3. Click Downloadable Files under the Download Information section.



4. A dialog box appears asking if you want to run or save the file.



5. Save the file to the desired location for later use in updating your system.



6. Review any comments about installation of the later version or any read-me files that



are available.



Installing driver and firmware for all available adapters



Drivers and firmware for all possible adapters are included in a single self-extracting EXE



file. To start the installation process, execute the Unisys_pack_vx.x (where x.x is a version



number) which extracts all of the files to the c:\temp\Unisys_pack_vx.x directory by



default. Within the default folder, locate an install.bat file. Execute this file to start the



installation process. You will be prompted to verify and start the individual driver



installation.



Note: It may not be necessary to reboot the server immediately after the installation of



an individual driver. However, if other drivers are being installed, restart the server once



the installation of all drivers is complete.



The installation sequence of drivers and firmware in the install.bat file is as follows:



ES7/7600R G2 ServeRAID M5015 SAS/SATA Controller - IUX7621021-IDC (pn 46M0829)
lsi_fw_sraidmr_~~~~
lsi_dd_sraidmr_~~~~



Broadcom Internal NIC adapter
brcm_dd_~~~~
brcm_fw_~~~~



Matrox video
matrox_dd_~~~~



Intel PCI Chipset
intel_dd_inteldp_~~~~



Internal hard Drive
disk_fw_hdd_sas-~~~~



ES7/7600R G2 Emulex 10GbE Dual-port SFP+ Server Adapter - IUX7620091-PCE (pn 49Y4250)
requires Emulex OneConnect driver/firmware loaded first.
elx_fw_nic_cna-~~~~
elx_dd_nic_~~~~



ES7/7600R G2 ServeRAID M1015 SAS/SATA Controller - IUX7621031-IDC (pn 46M0831)
lsi_dd_sraidmr_~~~~
lsi_fw_sraidmr_~~~~



ES7/7600R G2 Intel PRO/1000 PT Dual Port NIC / Quad Port NIC / PF NIC -
IUX76200x1-PCE (x=1,2,3)



intc_dd_nic_~~~~
ES7/7600R G2 QLogic 10Gb CNA - IUX7620041-PCE (pn 42C1800)
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qlgc_dd_fc_qlfcoe-~~~~
Megaraid Storage Manager



lsi_msm_~~~~



~~~~ represents revision information associated with the driver or firmware.



Installing Red Hat Enterprise Linux 5.4 on a server



This section provides instructions for installing the Red Hat Enterprise Linux 5.4 (RHEL



5.4) operating system on a single-node system using the RHEL 5.4 media. Use these



instructions to perform a complete, basic installation of the operating system on the



server.



Note: Use of the RHEL 5.4 operating system is not supported on multi-node systems.



Preinstallation notes



• This installation procedure is complex. Familiarity with Linux installations is



recommended. For optimal results, follow the directions in this text carefully.



• For custom installations and questions, see the Red Hat Enterprise Documentation



Web site at www.redhat.com/docs. This site provides online versions of numerous



Red Hat manuals. Select Red Hat Linux from the list and click Go to access



manuals specifically for Red Hat Linux.



• Before you begin the installation, make sure that you have up-to-date backups of all



data currently on your system. Some of the options available during the installation



process overwrite all the information on the hard disk, including user data.



Installation procedure



Complete the following procedure to install the operating system:



1. Insert the Red Hat Enterprise LINUX 5.4 CD-ROM 1 or DVD in the CD/DVD drive of the



server before starting the server.



2. On the RED HAT ENTERPRISE LINUX 5 screen, press Enter to perform the



installation in graphical mode.



3. Perform one of the following steps on the Welcome to Red Hat Enterprise



Linux Server screen.



• If you want to test the media, press the spacebar.



• If you do not want to test the media, press Tab to select Skip, and then press the



spacebar.



4. On the RED HAT ENTERPRISE LINUX 5 screen, click Next.



5. Select the language to be used for the installation, and then click Next.



6. Select the appropriate keyboard for the system, and then click Next.



The Installation Number dialog box appears.
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7. Select Installation Number, type your installation number, and then click OK.



The system is checked for previously installed versions of the Red Hat Linux operating



system.



8. If one or more versions are found, select Install Red Hat Enterprise Linux



Server, and click Next.



If you do not see the versions listed, skip this step.



9. Partition your disks by performing the following steps:



a. Select the action that the automatic partitioning process should take regarding



existing partitions. Unisys recommends that you select Remove all partitions



on selected drives and create default layout.



b. Select the drives to be used for this installation.



c. Select whether you want to review and modify the partitions that are created by



the automatic partitioning process, and then click Next.



d. If you chose to remove Linux partitions or all partitions in step a, a warning



message appears. Click Yes.



e. If you selected Review and modify partitioning layout in step c, review or



modify the partition configuration, and then click Next.



10. Optionally, select Use a boot loader password, type and confirm a boot loader



password of your choice, and then click OK.



11. Click Next.



12. Set up the appropriate networking configuration values, and click Next.



13. Select the appropriate time zone. Click System clock uses UTC if appropriate, and



then click Next.



14. Type and confirm a root password of your choice for the system, and then click Next.



15. Select the additional tasks you want your system to support. You must select



Software Development and Customize now. Then click Next.



16. Click Base System, Base, and Optional packages, and then scroll down, select



the kexec-tools check box, and click Close.



17. Add the other packages as appropriate for your environment.



18. Click Next.



Red Hat now checks for dependencies.



19. Click Next to begin the installation.



20. Do one of the following:



• If you are using DVD media, wait until a screen appears indicating that the



installation is complete, and then click Reboot. The server stops and then



restarts.



Remove the ejected DVD from the CD/DVD drive.



• If you are using CD-ROM media, click Continue on the Required Install



Media dialog box. The installation begins.
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You are directed to change CD-ROMs several times.



After several minutes, when a screen appears indicating that the installation is



complete, click Reboot. The server stops and then restarts.



Remove the ejected CD-ROM from the CD/DVD drive.



21. Click Forward on the Welcome screen.



22. Read the agreement, select Yes, I agree to the License Agreement, and then



click Forward.



23. Select the appropriate firewall configuration values:



• If you select Enabled, it is recommended that you select the SSH check box to



enable the remote log-on process through the Secure Shell (SSH) protocol. This



action allows remote terminal connections using the SSH protocol.



• If you select Disabled, a warning message appears. Click Yes.



24. Click Forward.



25. Select the desired value from the SELinux Setting list:



Setting the SELinux Setting value to Disabled causes a warning message to be



displayed, indicating that the system needs to be rebooted after the installation



completes. Answer Yes to the warning message to continue with the SELinux Setting



value set to Disabled, or answer No and change the SELinux Setting value.



26. Click Forward.



27. Click Forward on the Kdump screen.



28. Verify or modify the date and time, and then click Forward.



29. Perform one of the following steps:



• If you want to register at this time, select Yes, I prefer to register now, and



then click Forward.



Complete the remaining steps to register the product.



• If you want to register at a later time, select No, I prefer to register at a later



time, and click Forward. Then click No thanks, I’ll connect later.



30. Click Forward on the Finish Updates Setup screen.



31. If desired, type the appropriate information to create a new user account, and then



click Forward.



32. Click Forward on the Sound Card screen.



33. On the Additional CDs screen, click Finish.



34. If a reboot dialog box appears, click OK.



The initial installation is now complete and the system reboots. However, some



additional configuration is necessary after the reboot.
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Configuring Red Hat Linux kernel crash dumps



Before configuring crash dumps, determine a location in which the vmcore file (dump file)



can be placed. This location can be another server, a RAW device, or a local file system



that is approximately the size of the physical memory of the system.



Log in as root, and do the following:



1. Verify the kexec-tools package is installed by entering the following command:



rpm -q kexec-tools



2. If the kexec-tools package is not installed, install it on the server.



3. Read through the kdump configuration file, and set the site-appropriate values for



various parameters.



4. Save the file, and then exit.



5. Run the Kernel Dump Configuration utility by entering the following command:



system-config-kdump



6. Once the utility is started, perform the following steps:



a. Select the Enable kdump check box.



b. Configure the Location and Path boxes for the vmcore file.



c. Click OK.



d. Click OK on the Warning box.



e. Click OK in response to the system reboot message.



7. Reboot the system.



Creating a Xen virtual machine on the server



Do the following to create a Xen virtual machine on the server:



1. Log on with a user ID that has root privileges.



2. On the desktop, select Applications, select System Tools, and then select



Virtual Machine Manager.



3. On the Virtual Machine Manager window, click localhost and then click New.



4. Follow the displayed Red Hat steps to create the virtual machine.



5. Ensure that the installation settings for the virtual machine—including the virtual



machine name, virtualization method, and memory—are correct.



6. Install the operating system of your choice on the virtual machine.
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Updating device drivers and PCI card firmware



To ensure that the latest device drivers and PCI card firmware are installed on the server,



do the following:



1. Access the Unisys Product Support Web site. Do the following:



a. Open a browser window, and enter the following URL in the address bar:



www.support.unisys.com.



b. Log in using your user name and password, or click register through the



Support Services e-Service Portal to register.



c. On the Product Support Home page, select ES7000 Model 7600R G2 from



the 32-bit & 64-bit x86 Architecture list, under the ES7000 Servers



heading.



2. Download the ES7000 Model 7600R G2 Linux drivers by doing the following:



a. On the ES7000 Model 7600R G2 Support Site page, click Drivers and



Downloads.



b. Under the Media tab, locate the CMP category.



c. Download the Linux operating system drivers file, which is named unisys-drivers-



updates-vn.n-n.tgz.



Where vn.n-n is the version number.



d. Save the drivers file to your server.



3. Download the PCI card firmware by doing the following:



a. On the ES7000 Model 7600R G2 Support Site page, click Drivers and



Downloads.



b. Under the Media tab, locate the CMP category.



c. Download the PCI card firmware file, which is named unisys-firmware-updates-



vn.n-n.tgz.



Where vn.n-n is the version number.



d. Save the firmware file to your server.



4. Open a terminal window and log on as root.



5. Change the current directory to the directory where you saved the drivers file.



6. Unzip the compressed file by entering the following command:



tar -xzf unisys-drivers-updates-vn.n-n.tgz



Where vn.n-n is the version number.



7. Change the directory to the unisys-drivers-updates directory.



8. Access the README file in this directory.



9. Perform all of the steps in the README file to update the drivers.



10. After you install the drivers, change the current directory to the directory where you



saved the firmware file.
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11. Unzip the compressed file by entering the following command:



tar -xzf unisys-firmware-updates-vn.n-n.tgz



Where vn.n-n is the version number.



12. Change the directory to the unisys-firmware-updates directory.



13. Access the README file in this directory.



14. Perform all of the steps in the README file to update the drivers.



Installing Red Hat Enterprise Linux 5.5 on a server



This section provides instructions for installing the Red Hat Enterprise Linux 5.5 (RHEL



5.5) operating system using the RHEL 5.5 media. Use these instructions to perform a



complete, basic installation of the operating system on the server.



Preinstallation Notes:



• This installation procedure is complex. Familiarity with Linux installations is



recommended. For optimal results, follow the directions in this text carefully.



• For custom installations and questions, see the Red Hat Enterprise Documentation



Web site at http://www.redhat.com/docs/. This site provides online versions of



numerous Red Hat manuals. Select Red Hat Linux from the list and click Go to



access manuals specifically for Red Hat Linux.



• Before you begin the installation, make sure that you have up-to-date backups of all



data currently on your system. Some of the options available during the installation



process overwrite all the information on the hard disk, including user data.



Installation procedure



Complete the following procedure to install the operating system:



1. Insert the Red Hat Enterprise LINUX 5.5 CD-ROM 1 or DVD in the CD/DVD drive of the



server before starting the server.



2. On the RED HAT ENTERPRISE LINUX 5 screen, select Enter to perform the



installation in graphical mode.



3. Perform one of the following steps on the Welcome to Red Hat Enterprise



Linux Server screen.



• If you want to test the media, press the spacebar.



• If you do not want to test the media, select Tab → Skip, and then press the



spacebar.



4. On the RED HAT ENTERPRISE LINUX 5 screen, click Next.



5. Select the language to be used for the installation, and then click Next.



6. Select the appropriate keyboard for the system, and then click Next.



The Installation Number dialog box displays.
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7. Select Installation Number, type your installation number, and then click OK.



The system is checked for previously installed versions of the Red Hat Linux operating



system.



8. If one or more versions are found, select Install Red Hat Enterprise Linux



Server, and click Next. If you do not see the versions listed, skip this step.



9. Partition your disks by performing the following steps:



a. Select the action that the automatic partitioning process should take regarding



existing partitions. Unisys recommends that you select Remove all partitions



on selected drives and create default layout.



b. Select the drives to be used for this installation.



c. Select whether you want to review and modify the partitions that are created by



the automatic partitioning process, and then click Next.



d. If you chose to remove Linux partitions or all partitions in step a, a warning



message displays. Click Yes.



e. If you selected Review and modify partitioning layout in step c, review or



modify the partition configuration, and then click Next.



10. Optionally, select Use a boot loader password, type and confirm a boot loader



password of your choice, and then click OK.



11. Click Next.



12. Set up the appropriate networking configuration values, and click Next.



13. Select the appropriate time zone. Click System clock uses UTC if appropriate, and



then click Next.



14. Type and confirm a root password of your choice for the system, and then click Next.



15. Select the additional tasks you want your system to support. You must select



Software Development and Customize now. Then click Next.



16. Click Base System → Base → Optional packages, and then scroll down. Select



the kexec-tools check box, and click Close.



17. Add the other packages as appropriate for your environment.



18. Click Next.



Red Hat now checks for dependencies.



19. Click Next to begin the installation.



20. Perform one of the following:



• If you are using DVD media, wait until a screen appears indicating that the



installation is complete, and then click Reboot. The server stops and then



restarts.



Remove the ejected DVD from the CD/DVD drive.



• If you are using CD-ROM media, click Continue on the Required Install



Media dialog box. The installation begins.



You are directed to change CD-ROMs several times.



Configuring the server



3850 7273–002 4–19











After a message displays that the installation is complete, click Reboot. The



server stops and then restarts.



Remove the ejected CD-ROM from the CD/DVD drive.



21. Select Forward on the Welcome screen.



22. Read the agreement, select Yes, I agree to the License Agreement, and then



click Forward.



23. Select the appropriate firewall configuration values:



• If you select Enabled, it is recommended that you select the SSH check box to



enable the remote log-on process through the Secure Shell (SSH) protocol. This



action allows remote terminal connections using the SSH protocol.



• If you select Disabled, a warning message appears. Click Yes.



24. Click Forward.



25. Select the desired value from the SELinux Setting list:



Setting the SELinux Setting value to Disabled causes a warning message to display,



indicating that the system needs to be rebooted after the installation completes.



Answer Yes to the warning message to continue with the SELinux Setting value set



to Disabled, or answer No and change the SELinux Setting value.



26. Click Forward.



27. Click Forward on the Kdump screen.



28. Verify or modify the date and time, and then click Forward.



29. Perform one of the following steps:



• If you want to register at this time, select Yes, I prefer to register now, and



then click Forward.



Complete the remaining steps to register the product.



• If you want to register at a later time, select No, I prefer to register at a later



time, and click Forward. Then click No thanks, I’ll connect later.



30. Click Forward on the Finish Updates Setup screen.



31. If desired, type the appropriate information to create a new user account, and then



click Forward.



32. Click Forward on the Sound Card screen.



33. On the Additional CDs screen, click Finish.



34. If a reboot dialog box appears, click OK.



The initial installation is now complete and the system reboots. However, some



additional configuration is necessary after the reboot.



Configuring Red Hat Linux kernel crash dumps



Before configuring crash dumps, determine a location in which the vmcore file (dump file)



can be placed. This location can be another server, a RAWdevice, or a local file system that



is approximately the size of the physical memory of the system.
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Log in as root, and do the following:



1. Verify the kexec-tools package is installed by entering the following command:



rpm -q kexec-tools



2. If the kexec-tools package is not installed, install it on the server.



3. Read through the kdump configuration file, and set the site-appropriate values for



various parameters.



4. Save the file, and then exit.



5. Run the Kernel Dump Configuration utility by entering the following command:



system-config-kdump



6. Once the utility is started, perform the following steps:



a. Select Enable kdump.



b. Configure the Location and Path boxes for the vmcore file.



c. Click OK.



d. Click OK on the Warning box.



e. Click OK in response to the system reboot message.



7. Reboot the system.



Creating a Xen virtual machine on the server



The following procedure provides instructions on creating a Xen virtual machine on the



server for Red Hat Enterprise Linux 5.5.



Perform the following to create a Xen virtual machine on the server:



1. Log on with a user ID that has root privileges.



2. On the desktop, select Applications → System Tools → Virtual Machine



Manager.



3. On the Virtual Machine Manager window, click the local host name and then click



New.



4. Follow the displayed Red Hat steps to create the virtual machine.



5. Ensure that the installation settings for the virtual machine—including the virtual



machine name, virtualization method, and memory—are correct.



6. Install the operating system of your choice on the virtual machine.



Updating device drivers and PCI card firmware



To ensure that the latest device drivers and PCI card firmware are installed on the server,



complete the following:
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1. Access the Unisys Product Support Web site at www.support.unisys.com and



perform the following:



a. Log in using your user name and password, or click register through the



Support Services e-Service Portal to register.



b. On the Product Support Home page, under Midrange Servers, select ES7000



Model 7600R G2 from the 32-bit & 64-bit x86 Architecture list, under the



ES7000 Servers heading.



2. Download the ES7000 Model 7600R G2 Linux drivers by completing the following:



a. On the ES7000 Model 7600R G2 Support Site page, click Drivers and



Downloads.



b. Under the Media tab, locate the CMP category.



c. Download the Linux operating system drivers file, which is named unisys-



driversupdates-vn.n-n.tgz.



Where vn.n-n is the version number.



d. Save the drivers file to your server.



3. Download the PCI card firmware by doing the following:



a. On the ES7000 Model 7600R G2 Support Site page, click Drivers and



Downloads.



b. Under the Media tab, locate the CMP category.



c. Download the PCI card firmware file, which is named unisys-firmware-



updatesvn.n-n.tgz.



Where vn.n-n is the version number.



d. Save the firmware file to your server.



4. Open a terminal window and log on as root.



5. Change the current directory to the directory where you saved the drivers file.



6. Unzip the compressed file by entering the following command:



tar -xzf unisys-drivers-updates-vn.n-n.tgz



Where vn.n-n is the version number.



7. Change the directory to the unisys-drivers-updates directory.



8. Access the README file in this directory.



9. Perform all of the steps in the README file to update the drivers.



10. After you install the drivers, change the current directory to the directory where you



saved the firmware file.



11. Unzip the compressed file by entering the following command:



tar -xzf unisys-firmware-updates-vn.n-n.tgz



Where vn.n-n is the version number.



12. Change the directory to the unisys-firmware-updates directory.



13. Access the README file in this directory.
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14. Perform all of the steps in the README file to update the firmware.



Installing SUSE LINUX 10 Service Pack 3 on a server



This section provides instructions for installing the SUSE LINUX Enterprise Server 10



Service Pack 3 (SLES 10 SP3) operating system using the SLES 10 SP3 CD-ROMs or DVD.



Use these instructions to perform a complete, basic installation of the operating system



on the server.



Preinstallation notes



• This installation procedure is complex. Familiarity with Linux installations is



recommended. For optimal results, follow the directions in this text carefully.



• For custom installations and questions, see the SUSE LINUX Enterprise Server 10



Service Pack 3 documentation provided in the “docu” directory on the SLES 10 SP3



DVD or on the first SLES 10 SP3 CD-ROM.



• Before you begin the installation, make sure that you have up-to-date backups of all



data currently on your system. Some of the options available during the installation



process overwrite all the information on the hard disk, including user data.



Updating the system BIOS



The Processor Performance field in the system BIOS must be set to Disabled in order to



install and run SUSE LINUX 10 with Service Pack 3. Do the following:



1. Boot the system.



2. On the screen that states “F1 Setup,” press F1 to enter Setup.



3. On the System Configuration and Boot Management screen, select System



Settings, and then press Enter.



4. On the System Settings screen, select Processors, and then press Enter.



5. On the Processors screen, select Processor Performance, and then press



Enter.



6. On the pop-up menu, select Disable, and then press Enter.



7. Press ESC three times.



8. On the Settings that were changed window, press Y to save changes.



Installation procedure



Complete the following procedure to install the operating system:



1. Insert the SUSE LINUX Enterprise Server 10 Service Pack 3 CD-ROM 1 or DVD for the



AMD64 and Intel EM64T (x86_64) version of the operating system in the CD/DVD



drive of the server before starting the server.



2. As soon as the Suse Linux Enterprise Server screen with the boot/installation



options appears, select Installation, and press Enter.
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Note: This screen is timed and defaults to Boot from Hard Disk if you do not



make a selection in time.



After a few minutes, the Language screen appears.



3. Select the language you want to use and click Next.



The License Agreement screen appears.



4. Read the agreement and select Yes, I agree to the License Agreement to



accept the agreement.



5. Click Next.



The Installation Mode screen appears.



6. Click New installation and then click Next.



The Clock and Time Zone screen appears.



7. Perform any of the following steps that are appropriate for your situation:



• Select the correct Region and Time Zone options.



• Select Local Time or UTC in the Hardware Clock Set To list.



Note: You can change the hardware clock time on the server to local time by



performing this step. Use hwclock–systohc later to set the clock.



• If the date or time is incorrect, click Change under Time and Date, make the



changes, and click Apply.



8. Click Next.



The installation continues to analyze your system. When the analysis is finished, the



Installation Settings screen appears with a list of installer default configurations.



9. If you want a hard drive layout other than the default layout that is suitable for basic



use and testing, perform the following procedure. Before performing these steps,



review the suggested partitions and file systems carefully; this type of configuration



depends largely on the machine environment and intended usage.



a. Click Partitioning on the Change menu.



b. Select Create Custom Partition Setup and click Next.



c. Select Custom partitioning (for experts) and click Next.



d. Configure your partitions as required. Click Finish once the partitions are defined.



Note: It is recommended that you create a minimum of two partitions. You need



at least one swap partition. Its size depends on the intended server usage and the



size of your hard drive, but a maximum of 4 GB is recommended. A root (/)



partition should define the remainder of the disk.



10. Do the following to install the packages that are required to support force dumps and



IPMI heartbeat monitoring:



a. Click Software on the Change menu to change the software components.



b. On the Software Selection and System Tasks window, click Details.



c. Click Search on the Filter menu.
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d. Type kdump in the Search box, and then click Search.



e. Select kernel-kdump in the right pane.



f. Select kdump in the right pane.



g. Type kexec-tools in the Search box and then click Search.



h. Select kexec-tools in the right pane.



i. Type libstd in the Search box and then click Search.



j. Select libstd++33-32bit in the right pane.



k. Click Patterns on the Filter menu.



11. If you want to run Xen Virtual Machines on your system, in the left pane of the



Software Selection and System Tasks window, select XEN Virtual



Machine Host Server.



12. Add or remove the other software components as appropriate for your environment.



13. Click Accept.



14. If a package that you want installed needs a license, then the appropriate one is



displayed. Click Accept.



15. If you added a package that needs other packages to resolve dependencies, then a



Changed Packages screen is displayed. Click Continue.



16. Click Accept to complete the installation settings.



A Confirm Installation screen appears.



17. If necessary, go back and make changes before the installation process begins.



18. Once the installation settings are correct, click Install.



The installation process begins.



When the initial installation phase completes, the following message appears:



The system will reboot now.



A 10-second countdown occurs.



19. Click OK or wait until the countdown completes.



The server stops and starts.



You can remove the installation media from the CD/DVD drive.



Note: If you do not remove the media, the boot/installation options menu is



displayed when the system boots. Allow the boot/installation options menu to default



to Boot from Hard Disk.



When the installation process completes, the Password for the System



Administrator ″root″ screen appears.



20. Type a password of your choice, confirm it, and click Next.



The Hostname and Domain Name screen appears.



21. Type the system name and the domain name information, and click Next.
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The Network Configuration screen appears with a list of all detected network



devices.



This screen also provides Virtual Network Computing (VNC), firewall, and proxy



options.



22. Configure the network devices and other network options, as necessary, and click



Next.



The Test Internet Connection screen appears; the default action is to test the



connection.



23. If you do not want to test the connection, select No, Skip This Test and click Next.



An Installation Settings screen appears, whether or not you test the connection.



24. Set the appropriate configuration values for CA management (a computer



management tool) and the Open LDAP server, or click Skip Configuration, and



then click Next.



The User Authentication Method screen appears. This screen defines different



methods of authentication. Local (/etc/passwd) is the default and is appropriate for



most environments.



25. If necessary, select the appropriate method of authentication and click Next.



The New Local User screen appears.



26. If necessary, type the appropriate values in the User’s Full Name, Username,



Password, and Confirm Password boxes, and click Next.



The SLES 10 SP3 release notes information appears.



27. Read the release notes and click Next.



After checking for devices, such as graphic cards, printers, and sound cards, the



Hardware Configuration screen appears with a list of the devices found.



28. Click Next.



The Installation Completed screen appears.



29. If you do not want to save a copy of this configuration for the AutoYaST tool (used to



install Linux automatically), clear the Clone This System for Autoyast check box.



30. If you want to disable the ZENworks Management Daemon (ZMD) service, select the



Disable ZMD Service check box.



31. Click Finish.



32. Remove the media or DVD from the CD/DVD drive, if you have not already done so.



Configuring SUSE LINUX Enterprise Server 10 SP3 kernel crash
dumps



Before configuring crash dumps, ensure that the server on which /var resides has enough



disk space for the vmcore file. This is necessary because kdump stores kernel core dumps



under /var, and the vmcore file is approximately the size of the physical memory of the



system. You can change the location of the vmcore file by setting the



KDUMP_SAVEDIR parameter in the /etc/sysconfig/kdump file.
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Log in as root, and do the following:



1. Verify that the kernel-kdump and kexec-tools packages are installed by typing the



following commands:



rpm -q kernel-kdump
rpm -q kexec-tools
rpm –q kdump



2. If the kernel-kdump or kexec-tools packages need to be installed, type any or all of



the following commands as needed:



yast2 -i kernel-kdump
yast2 -i kexec-tools
yast2 –i kdump



3. Launch YaST using the main desktop menu.



The YaST main panel appears.



4. Click System and then click Kernel Kdump.



5. On the Start-Up screen select Enable Kdump.



6. Click Dump Filtering and on the Kdump – Dump Filtering screen, set the



values as desired.



7. Click Dump Target and on the Dump Target screen, set the values as desired.



8. Click Expert Settings and on the Kdump Expert Settings screen, set the



values as desired.



9. Click Accept.



A dialog box appears indicating a reboot is necessary to apply the changes.



10. Click OK.



11. Close YaST.



12. Reboot the system, unless you want to use the server as a Xen Virtual Machine



Server.



Preparing to use a Xen Virtual Machine Server



If you want to use the server as a Xen Virtual Machine Server, do the following:



1. Edit the file /boot/grub/menu.lst as follows:



a. Determine which title statement contains Xen.



b. Change the value of the default field to the value of the title statement containing



Xen.



The 0 (zero) value refers to the first title statement.



c. Save the file and exit the editor.



2. At the command-line interface, enter yast xen or yast2 xen.



The Configuring the VM Server (domain 0) screen appears.



3. Click OK in the The machine is ready to start the VM Server box.



Configuring the server



3850 7273–002 4–27











4. Reboot the server to bring up the Xen kernel.



Creating a Xen virtual machine on the server



Do the following to create a Xen virtual machine on the server:



1. Launch YaST using the main desktop menu.



The YaST main panel appears.



2. Click Virtualization.



3. Click Create Virtual Machines.



4. Click Forward.



5. Follow the screen instructions.



Updating device drivers and PCI card firmware



To ensure that the latest device drivers and PCI card firmware are installed on the server,



do the following:



1. Access the Unisys Product Support Web site. Do the following:



a. Open a browser window, and enter the following URL in the address bar:



www.support.unisys.com.



b. Log in using your user name and password, or click register through the



Support Services e-Service Portal to register.



c. On the Product Support Home page, select ES7000 Model 7600R G2 from



the 32-bit & 64-bit x86 Architecture list, under the ES7000 Servers



heading.



2. Download the ES7000 Model 7600R G2 Linux drivers by doing the following:



a. On the ES7000 Model 7600R G2 Support Site page, click Drivers and



Downloads.



b. Under the Media tab, locate the CMP category.



c. Download the Linux operating system drivers file, which is named unisys-drivers-



updates-vn.n-n.tgz.



Where vn.n-n is the version number.



d. Save the drivers file to your server.



3. Download the PCI card firmware by doing the following:



a. On the ES7000 Model 7600R G2 Support Site page, click Drivers and



Downloads.



b. Under the Media tab, locate the CMP category.



c. Download the PCI card firmware file, which is named unisys-firmware-updates-



vn.n-n.tgz.



Where vn.n-n is the version number.
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d. Save the firmware file to your server.



4. Open a terminal window and log on as root.



5. Change the current directory to the directory where you saved the drivers file.



6. Unzip the compressed file by entering the following command:



tar -xzf unisys-drivers-updates-vn.n-n.tgz



Where vn.n-n is the version number.



7. Change the directory to the unisys-drivers-updates directory.



8. Access the README file in this directory.



9. Perform all of the steps in the README file to update the drivers.



10. After you install the drivers, change the current directory to the directory where you



saved the firmware file.



11. Unzip the compressed file by entering the following command:



tar -xzf unisys-firmware-updates-vn.n-n.tgz



Where vn.n-n is the version number.



12. Change the directory to the unisys-firmware-updates directory.



13. Access the README file in this directory.



14. Perform all of the steps in the README file to update the drivers.



Installing SUSE LINUX 11 on a server



This section provides instructions for installing the SUSE LINUX Enterprise Server 11



(SLES 11) operating system on a single-node system using the SLES 11 media. Use the



instructions in this section to perform a complete, basic installation of the operating



system on the server.



Note: Use of the SUSE LINUX 11 operating system is not supported on multi-node



systems.



Preinstallation notes



• This installation procedure is complex. Familiarity with Linux installations is



recommended. For optimal results, follow the directions in this text carefully.



• For custom installations and questions, see the SUSE LINUX Enterprise Server 11



documentation provided in the “docu” directory on the SLES 11 media.



• Before you begin the installation, make sure that you have up-to-date backups of all



data currently on your system. Some of the options available during the installation



process overwrite all the information on the hard disk, including user data.
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Installation procedure



Complete the following procedure to install the operating system:



1. Before starting the server, insert the SLES 11 CD/DVD for the AMD64 and Intel



EM64T (x86_64) version of the operating system.



2. Start the server.



3. When the Suse Linux Enterprise Server screen with the boot/installation options



appears, select Installation and then press Enter.



Note: This screen is timed and defaults to Boot from Hard Disk if you do not



make a selection in time.



After a few minutes, the Welcome screen appears.



4. Select the language and keyboard layout you want to use.



5. Read the license agreement and select I agree to the License Terms check box.



6. Click Next.



The Media Check screen appears.



7. If you want to test the media, click Start Check. If the result is OK when the media



check is complete, click Next; otherwise, insert new media and click Start Check.



If you want to skip the media check, click Next.



The Installation Mode screen appears.



8. Click New installation and then click Next.



The Clock and Time Zone screen appears.



9. Perform any of the following steps that are appropriate for your situation:



• Select the correct Region and Time Zone options.



• If you want to set the time to Coordinated Universal Time (UTC), check the



Hardware Clock Set To UTC box.



Note: You can change the hardware clock time on the server to local time by



performing this step. Alternatively, you can use the hwclock–systohc



command to set the clock at a later time.



• If the date or time is incorrect, click Change, make the required changes, and



then click Accept.



10. Click Next.



The Server Base Scenario screen appears.



11. Choose the scenario for your server.



Click Physical Machine (Also for Fully Virtualized Guests), if you want to



install a GUI interface.



Click Xen Virtualization Host (Local X11 Not Configured by Default), if



you do not want to install a GUI interface.



12. Click Next.
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The installation continues to analyze your system. When the analysis is finished, the



Installation Settings screen appears with a list of installer default configurations.



13. If you want a hard drive layout other than the default layout that is suitable for basic



use and testing, perform the following procedure. Before performing these steps,



review the suggested partitions and file systems carefully; this type of configuration



depends largely on the machine environment and intended usage.



a. Click Partitioning on the Change menu.



b. Select Custom partitioning (for experts), and then click Next.



c. Configure your partitions as required. Click Accept once the partitions are



defined.



Note: It is recommended that you create a minimum of two partitions. You need



at least one swap partition. Its size depends on the intended server usage, amount



of memory, and the size of your hard drive. A root (/) partition should define the



remainder of the disk.



14. Do the following to install the packages that are required to run SUSE LINUX 11:



a. Click Software on the Change menu to change the software components.



b. Select C/C++.



15. If you want to run Xen Virtual Machines on your system, select XEN Virtual



Machine Host Server.



16. Add or remove the other software components as appropriate for your environment.



17. Click Accept.



18. If a package that you want to install requires a license, then the appropriate license is



displayed. Click Accept or OK.



19. If you added a package that needs other packages to resolve dependencies, then a



Changed Packages screen is displayed. Click Continue.



20. Click Install to complete the installation settings.



A Confirm Installation screen appears.



21. If necessary, click Back to go back and make changes before the installation process



begins.



22. Once the installation settings are correct, click Install.



The installation process begins.



When the initial installation phase completes, the following message appears:



The system will reboot now.



A 10-second countdown occurs.



23. Click OK or wait until the countdown completes.



The server stops and starts.



You can remove the installation media from the CD/DVD drive.
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Note: If you do not remove the media, the boot/installation options menu is



displayed when the system boots. Allow the boot/installation options menu to default



to Boot from Hard Disk.



When the installation process completes, the Password for the System



Administrator ″root″ screen appears.



24. Type a password of your choice, confirm it, and click Next.



The Hostname and Domain Name screen appears.



25. Type the system name and the domain name information, and click Next.



The Network Configuration screen appears with a list of all detected network



devices.



This screen also provides Virtual Network Computing (VNC), firewall, and proxy



options.



26. Configure the network devices and other network options, as necessary, and click



Next.



The Test Internet Connection screen appears; the default action is to test the



connection.



27. If you do not want to test the connection, select No, Skip This Test and click Next.



An Installation Overview screen appears.



28. Set the appropriate configuration values for CA management (a computer



management tool) and the Open LDAP server, or click Skip Configuration, and



then click Next.



The User Authentication Method screen appears. This screen defines different



methods of authentication. Local (/etc/passwd) is the default and is appropriate for



most environments.



29. If necessary, select the appropriate method of authentication and click Next.



The New Local User screen appears.



30. If necessary, type the appropriate values in the User’s Full Name, Username,



Password, and Confirm Password boxes, and click Next.



The SLES 11 release notes information appears.



31. Read the release notes and click Next.



After checking for devices, such as graphic cards, printers, and sound cards, the



Hardware Configuration screen appears with a list of the devices found. If you



receive a warning that the screen might flash, click OK. If necessary, change the



device settings.



32. Click Next.



The Installation Completed screen appears.



33. If you do not want to save a copy of this configuration for the AutoYaST tool (used to



install Linux automatically), clear the Clone This System for AutoYast check box.



34. Click Finish.



35. Remove the media from the CD/DVD drive.
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Configuring SUSE LINUX 11 kernel crash dumps



Before configuring crash dumps, ensure that the partition on which /var resides has



enough disk space for the vmcore file. This is necessary because kdump stores kernel



core dumps under /var, and the vmcore file is approximately the size of the physical



memory of the system. You can change the location of the vmcore file by setting the



KDUMP_SAVEDIR parameter in the /etc/sysconfig/kdump file.



Log in as root, and do the following:



1. Verify that the kdump and kexec-tools packages are installed by typing the following



commands:



rpm -q kexec-tools
rpm –q kdump



2. If the kdump or kexec-tools packages need to be installed, type either or both of the



following commands as needed:



yast2 -i kexec-tools
yast2 –i kdump



3. Launch YaST using the main desktop menu.



The YaST main panel appears.



4. Click System, and then click Kernel Kdump.



The Kdump – Start-Up screen appears.



5. In the left pane, click Dump Filtering and set the values as desired.



6. Click Dump Target and set the values as desired.



7. Click Email Notification and set the values as desired.



8. Click Expert Settings and set the values as desired.



9. Click Start-Up and select Enable Kdump.



10. Click OK.



11. If a message appears indicating a reboot is necessary to apply the changes, click



OK.



12. Close YaST.



13. If you received a message that a reboot is necessary, reboot the system, unless you



want to use the server as a Xen Virtual Machine Server.



If you want to use the server as a Xen Virtual Machine Server, perform the following



procedure, and then reboot.
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Preparing to use a Xen Virtual Machine Server



If you want to use the server as a Xen Virtual Machine Server, do the following:



1. Edit the file /boot/grub/menu.lst as follows:



a. Determine which title statement contains Xen.



b. Change the value of the default field to the value of the title statement containing



Xen.



The 0 (zero) value refers to the first title statement.



c. Save the file and exit the editor.



2. At the command-line interface, enter yast xen or yast2 xen.



The Configuring the VM Server (domain 0) screen appears.



3. Click OK in the The machine is ready to start the VM Server box.



4. Reboot the server to bring up the Xen kernel.



Creating a Xen virtual machine on the server



Do the following to create a Xen virtual machine on the server:



1. Launch YaST using the main desktop menu.



The YaST main panel appears.



2. Click Virtualization.



3. Click Create Virtual Machines.



4. Click Forward.



5. Follow the on-screen instructions.



Updating device drivers and PCI card firmware



To ensure that the latest device drivers and PCI card firmware are installed on the server,



do the following:



1. Access the Unisys Product Support Web site. Do the following:



a. Open a browser window, and enter the following URL in the address bar:



www.support.unisys.com.



b. Log in using your user name and password, or click register through the



Support Services e-Service Portal to register.



c. On the Product Support Home page, select ES7000 Model 7600R G2 from



the 32-bit & 64-bit x86 Architecture list, under the ES7000 Servers



heading.
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2. Download the ES7000 Model 7600R G2 Linux drivers by doing the following:



a. On the ES7000 Model 7600R G2 Support Site page, click Drivers and



Downloads.



b. Under the Media tab, locate the CMP category.



c. Download the Linux operating system drivers file, which is named unisys-drivers-



updates-vn.n-n.tgz.



Where vn.n-n is the version number.



d. Save the drivers file to your server.



3. Download the PCI card firmware by doing the following:



a. On the ES7000 Model 7600R G2 Support Site page, click Drivers and



Downloads.



b. Under the Media tab, locate the CMP category.



c. Download the PCI card firmware file, which is named unisys-firmware-updates-



vn.n-n.tgz.



Where vn.n-n is the version number.



d. Save the firmware file to your server.



4. Open a terminal window and log on as root.



5. Change the current directory to the directory where you saved the drivers file.



6. Unzip the compressed file by entering the following command:



tar -xzf unisys-drivers-updates-vn.n-n.tgz



Where vn.n-n is the version number.



7. Change the directory to the unisys-drivers-updates directory.



8. Access the README file in this directory.



9. Perform all of the steps in the README file to update the drivers.



10. After you install the drivers, change the current directory to the directory where you



saved the firmware file.



11. Unzip the compressed file by entering the following command:



tar -xzf unisys-firmware-updates-vn.n-n.tgz



Where vn.n-n is the version number.



12. Change the directory to the unisys-firmware-updates directory.



13. Access the README file in this directory.



14. Perform all of the steps in the README file to update the drivers.
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Installing SUSE LINUX 11 Service Pack 1 on a server



This section provides instructions for installing the SUSE LINUX Enterprise Server 11



Service Pack 1 (SLES 11 SP1) operating system using the SLES 11 SP1 media. Use the



instructions in this section to perform a complete, basic installation of the operating



system on the server.



Preinstallation notes:



• This installation procedure is complex. Familiarity with Linux installations is



recommended. For optimal results, follow the directions in this text carefully.



• For custom installations and questions, see the SUSE LINUX Enterprise Server 11



documentation provided in the “docu” directory on the SLES 11 SP1 media.



• Before you begin the installation, make sure that you have up-to-date backups of all



data currently on your system. Some of the options available during the installation



process overwrite all the information on the hard disk, including user data.



• SLES 11 SP1 and the system firmware support both UEFI booting and BIOS booting



(legacy booting). UEFI booting is the default. You must decide which boot method you



plan to use and setup the firmware accordingly. If you plan to use the Xen kernel, then



you must use Legacy booting.



Installation procedures



Complete the following procedure to install the operating system:



1. Before starting the server, insert the SLES 11 SP1 CD/DVD for the AMD64 and Intel



EM64T (x86_64) version of the operating system.



2. Start the server.



3. In the F1 Setup window, click F1 to enter the Setup utility.



4. Select Start Options and click Enter to see the current boot order settings.



5. If you plan to use legacy booting, verify that the Legacy Only entry is at the top of



the boot order list. Otherwise, it should be on the bottom of the list.



6. If the boot order in Step 5 is incorrect, then



a. Select Esc to exit.



b. Select Boot Manager and click Enter.



c. Select Change Boot Order, click Enter, and then click Enter again to be able



to change the order of the entries.



d. Highlight the entry you want to change and use plus and minus keys to change its



position in the list. Click Enter to make the change.



e. When you are finished with all your changes, select Commit Changes, click



Enter, and then press Esc to exit.



7. Click Esc to exit, then click Esc to proceed to the Exit Setup option, and click Y to



exit the Setup Utility.
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8. If you performed a legacy boot, the SUSE LINUX Enterprise Server screen with



the boot/installation options displays. Select Installation and click Enter.



Note: This screen is timed and defaults to Boot from Hard Disk if you do not make a



selection in time.



After a few minutes, the Welcome screen displays.



9. Select the language and keyboard layout you want to use.



10. Read the license agreement and select I agree to the License Terms.



11. Click Next.



The Media Check window displays.



12. If you want to test the media, click Start Check. If the result is OK when the media



check is complete, click Next; otherwise, insert new media and click Start Check.



If you want to skip the media check, click Next.



The Installation Mode window displays.



13. Click New installation and then click Next.



The Clock and Time Zone window displays.



14. Perform any of the following steps that are appropriate for your situation:



• Select the correct Region and Time Zone options.



• If you want to set the time to Coordinated Universal Time (UTC), check



Hardware Clock Set To UTC.



Note: You can change the hardware clock time on the server to local time by



performing this step. Alternatively, you can use the hwclock–systohc command to



set the clock at a later time.



• If the date or time is incorrect, click Change, make the required changes, and



then click Accept.



15. Click Next.



The Server Base Scenario screen displays.



16. Choose the scenario for your server.



Click Physical Machine (Also for Fully Virtualized Guests), if you want to install a



GUI interface.



Click Xen Virtualization Host (Local X11 Not Configured by Default), if you do not



want to install a GUI interface.



17. Click Next.



The installation continues to analyze your system. When the analysis is finished, the



Installation Settings screen displays with a list of installer default configurations.



18. If you want a hard drive layout other than the default layout that is suitable for basic



use and testing, perform the following procedure. Before performing these steps,



review the suggested partitions and file systems carefully; this type of configuration



depends largely on the machine environment and intended usage.



Configuring the server



3850 7273–002 4–37











Note: If you performed a UEFI boot, your boot disk must have a GPT disk label



because EFI does not support booting from disks with MS-DOS partition tables.



a. Click Partitioning on the Change menu.



b. Select Custom partitioning (for experts) and click Next.



c. Under Expert Partitioner, select Hard disks. Expand the hard disks to see



the disks available.



d. Select the hard disk from which you want to boot and select the Overview tab.



Check the Disk Label field to see if the disk is labeled correctly for the boot



method you used, for example GPT must be the label for the UEFI boot method.



e. Select the Partitions tab.



f. If the Disk Label (from step d) is not correct, then do the following:



• Select the Expert tab on the bottom of the screen.



• Select Create New Partition Table.



• If a partition table window displays, select the desired type.



• If a warning about data loss displays, click Yes.



g. To add new partitions, click the Add tab.



Note: If you performed an EFI boot, you must have an EFI boot partition. An EFI



boot partition is optional for a Legacy boot. For either boot methods, it is



recommended that you create a minimum of two additional partitions. You should



have at least one swap partition. Its size depends on the intended server usage,



amount of memory, and the size of your hard drive. You must have a root (/)



partition which should define the remainder of the disk, unless you plan to create



additional partitions on the disk.



h. To add an EFI boot (VFAT or FAT) partition:



• Select Custom Size, enter 200 MB for the size, and click Next.



• In the Formatting options dialog, select Format partition and select



FAT for the File system.



• Under Mounting options, select Mount partition and click /boot/efi



for the Mount point. Then click Finish.



19. Complete the following to install the packages that are required to run SUSE LINUX 11



SP1:



a. Select Software from the Change menu to change the software components.



b. Select C/C++.



20. If you want to run Xen Virtual Machines on your system, select XEN Virtual



Machine Host Server.



21. Add or remove the other software components as appropriate for your environment.



22. Click Accept or OK.



23. If a package that you want installed needs a license, then the appropriate license



displays. Click Accept.
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24. If you added a package that needs other packages to resolve dependencies, then a



Changed Packages window displays. Click Continue.



25. Click Install to complete the installation settings.



A Confirm Installation screen displays.



26. If necessary, click Back to go back and make changes before the installation process



begins.



27. Once the installation settings are correct, click Install.



The installation process begins.



When the initial installation phase completes, the following message appears:



The system will reboot now.



A 10-second countdown occurs.



28. Click OK or wait until the countdown completes.



The server stops and starts.



You can remove the installation media from the CD/DVD drive unless you want to



use the server as a KVM Virtual Machine Server.



Note: If you used the Legacy boot method and you do not remove the media, the



boot/installations options menu displays when the system boots. Allow the



boot/installation options menu to default to Boot from Hard Disk.



When the installation process completes, the Password for the System



Administrator ″root″ screen displays.



29. Type a password of your choice, confirm it, and click Next.



The Hostname and Domain Name window displays.



30. Type the system name and the domain name information, and click Next.



The Network Configuration window displays with a list of all detected network



devices.



This screen also provides Virtual Network Computing (VNC), firewall, and proxy



options.



31. Configure the network devices and other network options, as necessary, and click



Next.



The Test Internet Connection window displays; the default action is to test the



connection.



32. If you do not want to test the connection, select No, Skip This Test and click Next.



An Installation Overview window displays.



33. Set the appropriate configuration values for CA management (a computer



management tool) and the Open LDAP server, or click Skip Configuration, and



then click Next.



The User Authentication Method screen displays. This screen defines different



methods of authentication. Local (/etc/passwd) is the default and is appropriate for



most environments.
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34. If necessary, select the appropriate method of authentication and click Next.



The New Local User window displays.



35. If necessary, type the appropriate values in the User’s Full Name, Username,



Password, and Confirm Password fields, and click Next.



The SLES 11 SP1 release notes information appears.



36. Read the release notes and click Next.



After checking for devices, such as graphic cards, printers, and sound cards, the



Hardware Configuration screen displays with a list of the devices found. If you receive



a warning from the screen, click OK. If necessary, change the device settings.



37. Click Next. The Installation Completed window displays.



38. If you do not want to save a copy of this configuration for the AutoYaST tool (used to



install Linux automatically), clear the Clone This System for AutoYast check box.



39. Click Finish.



40. Remove the media from the CD/DVD drive unless you want to use the server as a



KVM Virtual Machine Server.



Configuring SUSE LINUX 11 SP1 kernel crash dumps



Log in as root, and do the following:



1. Verify that the kdump and kexec-tools packages are installed by typing the following



commands:



rpm -q kexec-tools
rpm –q kdump



2. If the kdump or kexec-tools packages need to be installed, type either or both of the



following commands as needed:



yast2 -i kexec-tools
yast2 –i kdump



3. Launch YaST using the main desktop menu.



The YaST main panel displays.



4. Click System and then click Kernel Kdump.



The Kdump – Start-Up screen displays.



5. In the left pane, click Dump Filtering and set the values as desired.



6. Click Dump Target and set the values as desired.



Note: Ensure that the dump target has enough disk space to hold the vmcore file



created by the dump process. The vmcore file size varies based on the dump filtering



options selected in Step 5, but it could be approximately the size of the physical



memory of the system.



7. Click Email Notification and set the values as desired.



8. Click Expert Settings and set the values as desired.
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9. Click Start-Up and select Enable Kdump.



10. Click OK.



11. If a message displays indicating a reboot is necessary to apply the changes, click OK.



12. Close YaST.



13. If you received a message that a reboot is necessary, reboot the system, unless you



want to use the server as a Xen or KVM Virtual Machine Server.



If you want to use the server as a Xen or KVM Virtual Machine Server, perform one of



the two following procedures, and then reboot.



Preparing to use a Xen Virtual Machine Server



If you want to use the server as a Xen Virtual Machine Server, do the following:



1. Edit the file /boot/grub/menu.lst as follows:



a. Determine which title statement contains Xen.



b. Change the value of the default field to the value of the title statement containing



Xen.



The 0 (zero) value refers to the first title statement.



c. Save the file and exit the editor.



2. At the command-line interface, enter yast xen or yast2 xen.



3. Select Xen and click Accept in the select virtualization box.



4. Click OK in the reboot required box.



5. Reboot the server to bring up the Xen kernel.



Preparing to use a KVM Virtual Machine Server



If you want to use the server as a KVM Virtual Machine Server, do the following:



1. At the command-line interface, enter yast xen or yast2 xen.



2. Select KVM and click Accept in the select virtualization box.



Note: This step will install additional system software, so it will ask for your SLES11



SP1 installation media if it is not still in the CD/DVD drive.



3. Click Install in the packages need to be installed box.



4. Click Yes in the bridge box.



5. Click OK in the reboot required box.



6. Remove the installation media from the CD/DVD drive.



7. Reboot the server to load the newly installed drivers.
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Creating a Xen or KVM virtual machine on the server



Do the following to create a Xen virtual machine on the server:



1. Launch YaST using the main desktop menu.



The YaST main panel displays.



2. Click Virtualization.



3. Click Create Virtual Machines.



4. Click Forward.



5. Follow the instructions.



Updating device drivers and PCI card firmware



To ensure that the latest device drivers and PCI card firmware are installed on the server,



complete the following:



1. Access the Unisys Product Support Web site at www.support.unisys.com and



perform the following:



a. Log in using your user name and password, or click register through the



Support Services e-Service Portal to register.



b. On the Product Support Home page, select ES7000 Model 7600R G2 from



the 32-bit & 64-bit x86 Architecture list, under the ES7000 Servers



heading.



2. Download the ES7000 Model 7600R G2 Linux drivers by completing the following:



a. On the ES7000 Model 7600R G2 Support Site page, click Drivers and



Downloads.



b. Under the Media tab, locate the CMP category.



c. Download the Linux operating system drivers file, which is named unisys-



driversupdates-vn.n-n.tgz.



Where vn.n-n is the version number.



d. Save the drivers file to your server.



3. Download the PCI card firmware by doing the following:



a. On the ES7000 Model 7600R G2 Support Site page, click Drivers and



Downloads.



b. Under the Media tab, locate the CMP category.



c. Download the PCI card firmware file, which is named unisys-firmware-



updatesvn.n-n.tgz.



Where vn.n-n is the version number.



d. Save the firmware file to your server.



4. Open a terminal window and log on as root.



5. Change the current directory to the directory where you saved the drivers file.



Configuring the server



4–42 3850 7273–002





www.support.unisys.com








6. Unzip the compressed file by entering the following command:



tar -xzf unisys-drivers-updates-vn.n-n.tgz



Where vn.n-n is the version number.



7. Change the directory to the unisys-drivers-updates directory.



8. Access the README file in this directory.



9. Perform all of the steps in the README file to update the drivers.



10. After you install the drivers, change the current directory to the directory where you



saved the firmware file.



11. Unzip the compressed file by entering the following command:



tar -xzf unisys-firmware-updates-vn.n-n.tgz



Where vn.n-n is the version number.



12. Change the directory to the unisys-firmware-updates directory.



13. Access the README file in this directory.



14. Perform all of the steps in the README file to update the firmware.



Installing VMware ESX Server 4.0 on the Server



1. On a workstation with Internet access, download the VMware ESX Server 4.0 software



image file from the VMware Web site at www.vmware.com.



2. Write the software image file onto a blank DVD-ROM.



3. Click Power Up/Down to start the server.



A server status window is displayed.



4. Insert the DVD containing the ESX Server software image into the server CD/DVD



drive.



5. View the server desktop using a directly connected monitor.



6. When asked to choose the installation mode, press Enter to accept the default



graphical mode.



7. On the Welcome to the Installer screen, click Next.



8. Accept the end-user license agreement by checking the license agreement box, and



then click Next.



9. Select keyboard type for the system (the default is U.S. English), and then click Next.



10. When you are asked if you want to install custom drivers, select No, and then click



Next.



11. When you are asked to accept loading of the system drivers, click Yes.



12. When the system drivers are finished loading, click Next.



13. Enter the license number, and then click Next.



Note: If you do not have access to the license number, you can defer this entry until



later.
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14. Select a network adapter from the list of adapters. Choose an adapter with a working



connection (an adapter with a green checkmark). This adapter if for the VMware



console connection.



15. Configure the IP addressing for the network adapter you selected.



Note: Unisys recommends you use a fixed IP address.



a. If you want to use DHCP, select “Set automatically using DHCP.”



b. If you want to use a fixed IP address, type the IP address, subnet mask, default



gateway, primary DNS, and secondary DNS information. You can test the IP



address information you enter by clicking the Test button in the lower-left of the



screen.



When you are finished, click Next.



16. Select Standard Setup, and then click Next.



17. Select the storage device where VMware ESX Server will be installed. Unisys



recommends that you install VMware ESX Server on the drive or drives connected to



the LSI adapter of the lowest numbered cell of the server.



18. Click OK when you receive a pop-up warning regarding software upgrades.



19. Select your time zone using the map, and then click Next.



20. Configure your time and date, and then click Next. You can also specify a Network



Time Protocol (NTP) server for the automatic updating of the time and date.



21. Enter and confirm the administrator password.



If necessary, add additional user accounts.



Click Next.



22. Review the installation settings summary. You can go back and adjust settings or click



Next to continue.



23. Click Next to begin the installation.



When the installation is complete, the DVD is automatically ejected from the server



CD/DVD drive.



24. Remove the DVD from the CD/DVD drive.



25. Press Enter to select Finish.



The server reboots.



Note: If the reboot appears to be hung (if you see a gray screen with a cursor), restart



the server manually.



Enabling Remote Root Connection



If you want to remotely connect to an ESX host, perform the following steps to enable the



remote root ssh feature of ESX Server.



Note: Remote root ssh access is disabled by default.



Configuring the server



4–44 3850 7273–002











1. Log on to the system as root.



2. Enter the following command to access the root ssh configuration file:



vi /etc/ssh/sshd_config



3. Modify the PermitRootLogin flag by replacing PermitRootLogin no with



PermitRootLogin yes.



4. To quit and save your changes, press ESC, type :wq and then press Enter.



5. Restart the ssh daemon service by entering the following command at the root



prompt:



# service sshd restart



Messages indicate that the sshd service stops and restarts.



Building a VMware Infrastructure



Installing ESX Server on the server is the first step in building a VMware Infrastructure. For



more information about VMware Infrastructure and to install other VMware Infrastructure



software components, refer to the VMware Infrastructure 3 Online Library at the following



URL:



https://www.vmware.com/support/pubs/vi_pubs.html



This library includes installation, configuration, and administration manuals.



Installing VMware Patches



Updates and patches might be available for your VMware Infrastructure Components. For



more information or to download patches, refer to the following URL:



http://support.vmware.com/selfsupport/download/



Using the Integrated Management Module



The integrated management module (IMM) combines service processor functions, video



controller, and remote presence function as a single entity.



The IMM supports the following basic systems-management features:



• Alerts (in-band and out-of-band alerting, PET traps - IPMI style, SNMP, e-mail).



• Auto Boot Failure Recovery.



• Automatic Server Restart (ASR) when POST is not complete or the operating system



hangs and the operating-system watchdog timer times out. The IMM might be



configured to watch for the operating-system watchdog timer and restart the server



after a timeout, if the ASR feature is enabled. Otherwise, the IMM allows the



administrator to generate an NMI by pressing a nonmaskable interrupt button on the



information panel for an operating-system memory dump. ASR is supported by



Intelligent Peripheral Management Interface (IPMI).
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• Boot sequence manipulation.



• Command-line interface.



• Configuration save and restore.



• DIMM error assistance. The Unified Extensible Firmware Interface (UEFI) disables a



failing DIMM that is detected during POST, and the IMM lights the associated system-



error LED and the failing DIMM error LED.



• Environmental monitor with fan speed control for temperature, voltages, fan failure,



and power supply failure.



• Intelligent Platform Management Interface (IPMI) Specification V2.0 and Intelligent



Platform Management Bus (IPMB) support.



• Invalid system configuration (CNFG) LED support.



• Light path diagnostics LEDs to report errors that occur with fans, power supplies,



microprocessor, hard disk drives, and system errors.



• Nonmaskable interrupt (NMI) detection and reporting.



• Operating-system failure blue screen capture.



• PCI configuration data.



• PECI 2 support.



• Power/reset control (power-on, hard and soft shutdown, hard and soft reset, schedule



power control).



• Query power-supply input power.



• ROM-based IMM firmware flash updates.



• Serial over LAN (SOL).



• Serial port redirection over Telnet or SSH.



• System-event log.



When one of the two or four microprocessors reports an internal error, the IMM disables



the defective microprocessor and restarts the server with the remaining good



microprocessors.



Obtaining the IP address for the Web interface
access



To access the Web interface, you need the IP address of the IMM which you can obtain



through the Setup utility. To obtain the IP address, complete the following steps:



1. Turn on the server.



2. When the prompt <F1> Setup is displayed, press F1. If you have set both a power-on



password and an administrator password, you must type the administrator password



to access the full Setup utility menu.



3. Select System Settings → Integrated Management Module → Network



Configuration.
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4. Locate the IP address.



5. Exit from the Setup utility.



Logging on to the Web interface



To log on to the IMM Web interface, complete the following steps:



1. Open a Web browser and in the Address or URL field, type the IP address or host



name of the IMM to which you want to connect.



Note: If you are logging on to the IMM for the first time after installation, the IMM



defaults to DHCP. If a DHCP host is not available, the IMM assigns a static IP address



of 192.168.70.125. The MAC address tag provides the default hostname of the IMM



(name format is “IMM-xxxxxx” where xxxxx is the IMM MAC address). However, you



might not be able to browse using this hostname.



2. On the Login page, type the user name and password. If you are using the IMM for the



first time, you can obtain the user name and password from your system



administrator. All login attempts are documented in the event log.



Note: The IMM is set initially with a user name of USERID and password of



PASSW0RD (with a zero, not the letter O). You have read/write access. You must



change this default password the first time you log on.



3. On the Welcome page, type a timeout value (in minutes) in the field that is provided.



The IMM will log you off the Web interface if your browser is inactive for the number



of minutes that you entered for the timeout value.



4. Click Continue to start the session. The System Status page, provides a quick view



of the server status.



Using the remote presence and blue-screen capture
features



The remote presence and blue-screen capture features are integrated functions of the



integrated management module (IMM).



The remote presence feature provides the following functions:



• Remotely viewing video with graphics resolutions up to 1600 x 1200 at 85 Hz,



regardless of the system state



• Remotely accessing the server, using the keyboard and mouse from a remote client



• Mapping the CD or DVD drive, diskette drive, and USB flash drive on a remote client,



and mapping ISO and diskette image files as virtual drives that are available for use by



the server. If the media is bootable, the server can be booted with it.



• Uploading a diskette image to the IMM memory and mapping it to the server as a



virtual drive
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The blue-screen capture feature captures the video display contents before the IMM



restarts the server when the IMM detects an operating-system hang condition. A system



administrator can use the blue-screen capture to assist in determining the cause of the



hang condition.



Enabling the Broadcom Gigabit Ethernet Utility
program



The Broadcom Gigabit Ethernet Utility program is part of the server firmware. You can use



it to configure the network as a startable device, and you can customize where the



network startup option appears in the startup sequence. Enable and disable the Broadcom



Gigabit Ethernet Utility program from the Setup utility.



Configuring the Broadcom Gigabit Ethernet
controller



The Ethernet controllers are integrated on the system board. They provide an interface for



connecting to a 10 Mbps, 100 Mbps, or 1 Gbps network and provide full-duplex (FDX)



capability, which enables simultaneous transmission and reception of data on the network.



If the Ethernet ports in the server support auto-negotiation, the controllers detect the



data-transfer rate (10BASE-T, 100BASE-TX, or 1000BASE-T) and duplex mode (full-duplex



or half-duplex) of the network and automatically operate at that rate and mode.



You do not have to set any jumpers or configure the controllers. However, you must install



a device driver to enable the operating system to address the controllers. For device



drivers and information about configuring the Ethernet controllers, see the Broadcom



NetXtreme II Gigabit Ethernet Software CD. To find updated information about configuring



the controllers, see the Unisys Product Support Web site.



Configuring RAID arrays



Through the Setup utility, you can access utilities to configure RAID arrays. The specific



procedure for configuring arrays depends on the RAID controller that you are using. For



details, see the documentation for your RAID controller. To access the utility for your RAID



controller, complete the following steps:



1. Turn on the server.



2. When the prompt <F1> Setup is displayed, press F1. If you have set an administrator



password, you must type the administrator password to access the full Setup utility



menu. If you do not type the administrator password, a limited Setup utility menu is



available.



3. Select System Settings → Adapters and UEFI drivers.



4. Press Enter to refresh the list of device drivers.



5. Select the device driver for your RAID controller and press Enter.



6. If the mouse and keyboard are unresponsive within the RAID GUI, you may find that
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booting in “Legacy only” mode will correct this. If this option is not available in the



boot menu (F12), you can add it under Setup Utility (F1)– Boot Manager – Add Boot



Option. Alternately, most RAID interfaces offer a command line interface (CLI) which



might work.



7. Follow the instructions in the documentation for your RAID controllers.



Advanced Settings Utility program



The Advanced Settings Utility (ASU) program is an alternative to the Setup utility for



modifying UEFI settings. Use the ASU program online or out of band to modify UEFI



settings from the command line without the need to restart the server to access the Setup



utility.



You can also use the ASU program to configure the optional remote presence feature or



other IMM settings. The remote presence feature provides enhanced systems-



management capabilities.



In addition, the ASU program provides limited settings for configuring the IPMI function in



the IMM through the command-line interface.



Use the command-line interface to issue setup commands. You can save any of the



settings as a file and run the file as a script. The ASU program supports scripting



environments through a batch-processing mode.



For more information and to download the ASU program, go to ES7000 Model 7600R G2



Support Site or complete the following steps.



Note: Changes are made periodically to the Unisys Web site. The actual procedure might



vary slightly from what is described in this document.



1. Go to the ES7000 Model 7600R G2 Support Site.



2. Click Drivers and Downloads.



3. Click the applicable link for your server to display the matrix of downloadable files.



4. Scroll to the ASU area, select the link, and save the update file.
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Section 5
Configuring Call Home



Call Home on the ES7000 Model 7600R G2 System



Overview



Unisys Call Home is a method of sending system alert information to Unisys if the ES7000



Model 7600R G2 system has a critical condition. Call Home sends a packet that is a set of



data describing the system, the condition being reported, date of occurrence, and the



contact information. When Unisys receives a Call Home packet, an analyst uses the



contact information in the packet to identify the person with whom the analyst discusses



the reported condition and works to provide a solution.



All Call Home packets sent by the system are in the form of an email (via an SMTP server



within the client network infrastructure) to a Unisys email address. You can add additional



client email addresses to the list of recipients so each receives an exact copy of the Call



Home email packet sent to Unisys.



Prerequisites



• Make sure the maintenance LAN from the cell can communicate with a Simple Mail



Transport Protocol (SMTP) server.



• Determine an email address for a return receipt of the information sent to Unisys. This



could be a person or a monitored departmental email box.



• Make sure the Integrated Management Module (IMM) is configured with a static IP



address or one derived from a DHCP server, and that it is possible to browse to that IP



address and display the IMM logon screen.



Setting Up the Integrated Management Module for Call Home



Use the following procedure to set up the IMM for Unisys Call Home:
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1. Access the IMM of the ES7000 Model 7600R G2 system through its IP address and



log in. The default user-id is USERID and the password is PASSW0RD (both the



userid and password are case sensitive; the password contains the number 0 instead



of the letter “O”).



2. Define the contact information. Unisys needs a contact at the client site if a system



generates a Call Home packet. To define the contact:



a. On the IMM Web page, click System Settings in the navigation pane.



b. On the right-hand pane, enter an email address in the Contact field and a phone



number in the Location field. The email address is sent an acknowledgement



when Unisys receives a Call Home packet.



c. Make sure the Name field contains a system name. This helps identify the



system if the site contains multiple systems.



d. Update the Date and Time fields with the correct information for your location.
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3. Define the name of your SMTP server:



a. In the navigation pane, click Network Protocols and scroll down until the



SMTP server host hame or IP address field is visible.



b. Enter the name or IP address of the SMTP server. You may need to consult with



your network administrator or help desk for this information.



c. Scroll to the bottom of the page and click Save.
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4. Configure IMM to send packets to the Unisys Call Home email address:



a. In the navigation pane, click Alerts and select a “not used” location in the right-



hand pane. In the following figure, recipient number 1 was selected.



b. Click the unused location. IMM displays the Remote Alert Recipient portion



of the Alerts page.
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c. Make the following changes:



• Change the Status field to Enabled.



• Enter a name in the Name field; for example, Unisys Call Home. This name



only identifies this entry in the list of recipient names).



• Enter the email address of the recipient. This must be callhome@unisys.com



• Under Monitored Alerts, check the Critical Alerts box.



When complete, click Save.



5. Add other recipients of the system alerts (up to a maximum of 12) and select the types



of alerts that they will receive. During the testing stage, Unisys recommends that you



add a local email address to verify that the system has access to an SMTP server and it



is functional. The following figure shows an example of an Alerts Web page.



When the list of recipients is complete, click the Generate Test Alert button.



A test packet is sent to Unisys and any other recipients. The content of the mail



message is similar to the following:



Alert Text: Management Controller Test Alert Generated by USERID
Type of Alert: System Information
Severity: 4
Date (m/d/y): 04/22/2010
Time(h:m:s) : 11:30:49



Contact : john.doe@company.com



Location : (1)-610-555-1212
IMM Text ID : 7600r_g2_1
IMM Serial Number : 1234567
IMM UUID : 8AD9A432E41911DEB39C01115E119F97
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A text file containing the IMM event log is attached to the mail message. The first few



lines of the event log look similar to this:



S.No Severity LogName Date Time Message
------ ---------- ------------- ------ ------ --------
1 I Chassis Event Log 04/22/2010 11:30:49 Management Controller Test Alert



Generated by USERID
2 I Chassis Event Log 04/22/2010 11:25:51 Remote Login Successful. Login ID:



USERID from Web at IP address
123.123.123.123



6. When Unisys receives the Call Home packet generated by the Generate Test Alert,



the email address that was entered in the System Setting page (in this example



john.doe@company.com) receives an acknowledgement from Callhome@unisys.com. It



contains ESR SACK notification in the title followed by the system name and serial



number.



For test alerts, the response email contains the system name (from the Name field on



the System Setting page), the system serial number, the word “ESRTEST” for the



Service Request, and the local time the alert was generated.



Note: This notification email is an automatic response from callhome@unisys.com. Do



not reply to this mail message or use it for any personal correspondence as it is an



unmonitored email box.



Testing the Transmission of Call Home Packets



To verify the continuous ability for the system to send Call Home packets to Unisys,



periodically generate Call Home packets by clicking the Generate Test Alert button and



waiting for the response packet.



System Generated Call Home Packets



When Unisys receives a critical Call Home packet, it responds to the email address in the



contact information.



For critical alerts, the response email includes the System Name (from the Name field on



the System Setting page in IMM), the system serial number, an 8 digit number for the



service request, the local time the alert was generated, and a short description of the



problem (which is also shown in the IMM event log).



Note: This notification email is an automatic response from callhome@unisys.com. Do



not reply to this mail message or use it for any personal correspondence as it is an



unmonitored email box.
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Appendix A
Services and Support



This section discusses how you can obtain support and report problems. It also describes



the warranty, services, and information resources related to Unisys servers.



Unisys eService Portal



For any questions or concerns about your Unisys products, turn to Unisys eService, your



complete support information source. eService, the Unisys electronic support service



portal, provides technical information through the World Wide Web for Unisys customers



who are covered under a Support Service Agreement. You can access the Unisys eService



site at



http://www.service.unisys.com



Unisys eService puts a wealth of technical information on hardware and software product



support services at your fingertips. Unisys technical specialists provide updated symptom



and solution information, including frequently asked questions. You can also explore the



Unisys Web site to learn more about services designed to add value to your information



technology operations.



Product Support Knowledge Base



Support information for Unisys servers is maintained on the Unisys Product Support Web



site. This Web site includes the following information:



• Latest interim corrections, patches, and fixes that are available for download



• Documentation



• Knowledge base



To access the product support knowledge base, navigate to the following location:



http://www.support.unisys.com



Your Unisys representative can help you get oriented to both the Unisys eService portal



and the Unisys product support knowledge base.
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Warranty



The Unisys service warranty provides hardware support and software media replacement.



To ensure proper levels of support, customers should review the service warranty, which



provides coverage on a next-business-day basis. This coverage is offered 8:00 a.m. to 5:00



p.m., Monday through Friday. Coverage includes only those hardware services that are



essential in providing basic reactive support.



Unisys warrants the software media against defects for 90 days.



Services Overview



Unisys offers a range of technical support and maintenance services so that customers



can select the appropriate support for their systems. In addition, Unisys offers the global



support that customers need to greatly minimize downtime and provide for reliable



performance for business-critical Unisys system software, applications, and hardware.



The following add-on services are available:



• Same-business-day support and extended hours of coverage for hardware



• Software support for applications and operating system software



• Patch updates and management services



• Remote system health check services



• Support account manager



Contact a Unisys sale representative to obtain information about additional support



services.



Service Tasks and Responsibilities



The following table provides an outline of the service tasks, responsibilities, and billable



services for Unisys servers.



Service Task Responsibility Billable Service



Initial system hardware



installation



User Installation charges apply if a



customer wants Unisys to



install a customer-installable



system package.



Initial system and operating



system configuration



User Optional charge applies if



Unisys performs the service.



Various offerings are



recommended and available.



Hardware upgrade Unisys Installation service charge is



typically part of an upgrade



style.
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Service Task Responsibility Billable Service



Platform firmware User Upgrade service is offered by



Unisys.



Partition operating system



and applicable drivers



User Upgrade service is offered by



Unisys.



Unisys Support Center



support



Unisys Requires a support contract



or time and material billing.



Hardware Maintenance



There are two types of replaceable units on Unisys servers:



• Customer-replaceable units (CRUs). A CRU is replaced by the customer.



• Field-replaceable units (FRUs). A FRU is replaced by Unisys.



See the Problem Determination and Service Guide for a list of the CRUs and FRUs.



Unisys has two levels of service plans, one in which the client replaces the CRU, and one



in which Unisys replaces both CRUs and FRUs.



If Unisys determines that your issue can be addressed by shipping a replacement part to



you for installation in your system (a “Customer Replaceable Unit” or CRU), Unisys will



ship a replacement part to your site (“replacement CRU”). Unisys will use commercially



reasonable efforts to send a replacement CRU consistent with the response time set forth



in your maintenance agreement.



The client is responsible for ensuring that the malfunctioning part being replaced



(“malfunctioning hardware”) is returned to Unisys (or the vendor) in accordance with all



Unisys shipping or courier instructions. You agree to pay the published list price of any



replacement CRU in the event that you fail to return the corresponding malfunctioning



hardware (except the internal hard drives which do not have to be returned). Replacement



CRUs will be of new or like-new quality. Replacement CRUs assume the warranty status



of the system into which they are installed, or 90 days, whichever is longer.



Web Resources



Visit the following Web sites for information about your system.



Unisys eCommunity (ecommunity.unisys.com )



The eCommunity is an interactive electronic forum. It provides online access to a wide



range of experts, materials, and activities through the collaborative community of



customers, partners, employees, and others interested in Unisys servers. You must



register as an eCommunity member to view information.
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Unisys Direct (www.unisysdirect.com )



Unisys Direct offers data center design and construction services. It also offers printers,



monitors, power supply equipment, cables and commodity supplies for your information



technology needs.



SharkRack, Inc.



SharkRack, Inc. is a supplier of cabinets for Unisys servers. For information about these



cabinets, click T2 Cabinet Installation Manual at the following URL:



http://www.sharkrack.com/documents.asp?category=Technical%20Library
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Appendix B
Notices



Important notes



Processor speed indicates the internal clock speed of the microprocessor; other factors



also affect application performance.



CD or DVD drive speed is the variable read rate. Actual speeds vary and are often less than



the possible maximum.



When referring to processor storage, real and virtual storage, or channel volume, KB



stands for 1024 bytes, MB stands for 1 048 576 bytes, and GB stands for 1 073 741 824



bytes.



When referring to hard disk drive capacity or communications volume, MB stands for 1



000 000 bytes, and GB stands for 1 000 000 000 bytes. Total user-accessible capacity can



vary depending on operating environments.



Maximum internal hard disk drive capacities assume the replacement of any standard hard



disk drives and population of all hard disk drive bays with the largest currently supported



drives that are available from Unisys.



Maximum memory might require replacement of the standard memory with an optional



memory module.



Particulate contamination



Attention: Airborne particulates (including metal flakes or particles) and reactive gases



acting alone or in combination with other environmental factors such as humidity or



temperature might pose a risk to the server that is described in this document. Risks that



are posed by the presence of excessive particulate levels or concentrations of harmful



gases include damage that might cause the server to malfunction or cease functioning



altogether. This specification sets forth limits for particulates and gases that are intended



to avoid such damage. The limits must not be viewed or used as definitive limits, because



numerous other factors, such as temperature or moisture content of the air, can influence



the impact of particulates or environmental corrosives and gaseous contaminant transfer.



In the absence of specific limits that are set forth in this document, you must implement



practices that maintain particulate and gas levels that are consistent with the protection of



human health and safety. If Unisys determines that the levels of particulates or gases in



your environment have caused damage to the server, Unisys may condition provision of
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repair or replacement of servers or parts on implementation of appropriate remedial



measures to mitigate such environmental contamination. Implementation of such



remedial measures is a customer responsibility.



Table B–1. Limits for particulates and gases



Contaminant Limits



Particulate
• The room air must be continuously filtered with 40% atmospheric dust



spot efficiency (MERV 9) according to ASHRAE Standard 52.21.



• Air that enters a data center must be filtered to 99.97% efficiency or



greater, using high-efficiency particulate air (HEPA) filters that meet



MIL-STD-282.



• The deliquescent relative humidity of the particulate contamination



must be more than 60%2.



• The room must be free of conductive contamination such as zinc



whiskers.



Gaseous
• Copper: Class G1 as per ANSI/ISA 71.04-19853



• Silver: Corrosion rate of less than 300 in 30 days



1 ASHRAE 52.2-2008 - Method of Testing General Ventilation Air-Cleaning Devices for Removal



Efficiency by Particle Size. Atlanta: American Society of Heating, Refrigerating and Air-



Conditioning Engineers, Inc.



2 The deliquescent relative humidity of particulate contamination is the relative humidity at which



the dust absorbs enough water to become wet and promote ionic conduction.



3 ANSI/ISA-71.04-1985. Environmental conditions for process measurement and control



systems: Airborne contaminants. Instrument Society of America, Research Triangle Park, North



Carolina, U.S.A.



German Ordinance for Work gloss statement



Electronic emission notices



Federal Communications Commission (FCC) statement



Note: This equipment has been tested and found to comply with the limits for a Class A



digital device, pursuant to Part 15 of the FCC Rules. These limits are designed to provide
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reasonable protection against harmful interference when the equipment is operated in a



commercial environment. This equipment generates, uses, and can radiate radio



frequency energy and, if not installed and used in accordance with the instruction manual,



may cause harmful interference to radio communications. Operation of this equipment in a



residential area is likely to cause harmful interference, in which case the user will be



required to correct the interference at his own expense.



Properly shielded and grounded cables and connectors must be used in order to meet FCC



emission limits. Unisys is not responsible for any radio or television interference caused by



using other than recommended cables and connectors or by unauthorized changes or



modifications to this equipment. Unauthorized changes or modifications could void the



user’s authority to operate the equipment.



This device complies with Part 15 of the FCC Rules. Operation is subject to the following



two conditions: (1) this device may not cause harmful interference, and (2) this device



must accept any interference received, including interference that may cause undesired



operation.



Industry Canada Class A emission compliance statement



This Class A digital apparatus complies with Canadian ICES-003.



Avis de conformité à la réglementation d’Industrie Canada



Cet appareil numérique de la classe A est conforme à la norme NMB-003 du Canada.



Australia and New Zealand Class A statement



Attention: This is a Class A product. In a domestic environment this product may cause



radio interference in which case the user may be required to take adequate measures.



European Union EMC Directive conformance statement



This product is in conformity with the protection requirements of EU Council Directive



2004/108/EC on the approximation of the laws of the Member States relating to



electromagnetic compatibility. Unisys cannot accept responsibility for any failure to satisfy



the protection requirements resulting from a nonrecommended modification of the



product, including the fitting of non-Unisys option cards.



Attention: This is an EN 55022 Class A product. In a domestic environment this product



may cause radio interference in which case the user may be required to take adequate



measures.



Further information detailing the European Community contact is available from Unisys



upon request.
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Germany Class A statement



Japan VCCI Class A statement



This is a Class A product based on the standard of the Voluntary Control Council for



Interference (VCCI). If this equipment is used in a domestic environment, radio



interference may occur, in which case the user may be required to take corrective actions.
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Japan Electronics and Information Technology Industries
Association (JEITA) statement



Japanese Electronics and Information Technology Industries Association (JEITA)



Confirmed Harmonics Guideline (products less than or equal to 20 A per phase)



Korean Communications Commission (KCC) statement



Please note that this equipment has obtained EMC registration for commercial use. In the



event that it has been mistakenly sold or purchased, please exchange it for equipment



certified for home use.



Russia Electromagnetic Interference (EMI) Class A statement



People’s Republic of China Class A electronic emission
statement



Notices
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Taiwan Class A compliance statement
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Safety



Before installing this product, read the Safety Information.
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1.1. Safety statements



Important:



Each caution and danger statement in this document is labeled with a number. This



number is used to cross reference an English-language caution or danger statement with



translated versions of the caution or danger statement in the Safety Information



document.



For example, if a caution statement is labeled “Statement 1,” translations for that caution



statement are in the Safety Information document under “Statement 1.”



Be sure to read all caution and danger statements in this document before you perform



the procedures. Read any additional safety information that comes with the server or



optional device before you install the device.



Statement 1:



Safety



1–2 8207 2968–001











DANGER



Electrical current from power, telephone, and communication cables is



hazardous.



To avoid a shock hazard:



• Do not connect or disconnect any cables or perform installation,



maintenance, or reconfiguration of this product during an electrical storm.



• Connect all power cords to a properly wired and grounded electrical outlet.



• Connect to properly wired outlets any equipment that will be attached to



this product.



• When possible, use one hand only to connect or disconnect signal cables.



• Never turn on any equipment when there is evidence of fire, water, or



structural damage.



• Disconnect the attached power cords, telecommunications systems,



networks, and modems before you open the device covers, unless instructed



otherwise in the installation and configuration procedures.



• Connect and disconnect cables as described in the following table when



installing, moving, or opening covers on this product or attached devices.



To Connect:



1. Turn everything OFF.



2. First, attach all cables to devices.



3. Attach signal cables to connectors.



4. Attach power cords to outlet.



5. Turn device ON.



To Disconnect:



1. Turn everything OFF.



2. First, remove power cords from outlet.



3. Remove signal cables from connectors.



4. Remove all cables from devices.



Statement 2:



CAUTION:



When replacing the lithium battery, use a battery recommended by the



manufacturer. If your system has a module containing a lithium battery,



replace it only with the same module type made by the same manufacturer.



The battery contains lithium and can explode if not properly used, handled,



or disposed of.



Do not:



• Throw or immerse into water



• Heat to more than 100°C (212°F)



Safety
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• Repair or disassemble



Dispose of the battery as required by local ordinances or regulations.



Statement 3:



CAUTION:



When laser products (such as CD-ROMs, DVD drives, fiber optic devices, or



transmitters) are installed, note the following:



• Do not remove the covers. Removing the covers of the laser product



could result in exposure to hazardous laser radiation. There are no



serviceable parts inside the device.



• Use of controls or adjustments or performance of procedures other



than those specified herein might result in hazardous radiation



exposure.



DANGER



Some laser products contain an embedded Class 3A or Class 3B laser diode.



Note the following.



Laser radiation when open. Do not stare into the beam, do not view directly with



optical instruments, and avoid direct exposure to the beam.



Class 1 Laser Product
Laser Klasse 1
Laser Klass 1
Luokan 1 Laserlaite
Appareil A Laser de Classe 1`



Statement 4:
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≥ 18 kg (39.7 lb) ≥ 32 kg (70.5 lb) ≥ 55 kg (121.2 lb)



CAUTION:



Use safe practices when lifting.



Statement 5:



CAUTION:



The power control button on the device and the power switch on the power



supply do not turn off the electrical current supplied to the device. The



device also might have more than one power cord. To remove all electrical



current from the device, ensure that all power cords are disconnected from



the power source.



1



2



Statement 8:



Safety
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CAUTION:



Never remove the cover on a power supply or any part that has the



following label attached.



Hazardous voltage, current, and energy levels are present inside any



component that has this label attached. There are no serviceable parts



inside these components. If you suspect a problem with one of these parts,



contact a service technician.



Statement 11:



CAUTION:



The following label indicates sharp edges, corners, or joints nearby.



Statement 12:



CAUTION:



The following label indicates a hot surface nearby.



Statement 13:



Safety
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DANGER



Overloading a branch circuit is potentially a fire hazard and a shock hazard



under certain conditions. To avoid these hazards, ensure that your system



electrical requirements do not exceed branch circuit protection requirements.



Refer to the information that is provided with your device for electrical



specifications.



Statement 15:



CAUTION:



Make sure that the rack is secured properly to avoid tipping when the



server unit is extended.



Statement 17:



CAUTION:



The following label indicates moving parts nearby.



Statement 26:



CAUTION:



Do not place any object on top of rack-mounted devices.



Safety
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Attention: This product is suitable for use on an IT power distribution system whose



maximum phase to phase voltage is 240 V under any distribution fault condition.



Safety
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Section 2
The ES7000 Model 7600R G3 Server



This Installation and User’s Guide contains instructions for setting up your Unisys server,



installing optional devices, and for starting and configuring the server. This document also



contains information and instructions for installing optional devices in the optional Memory



Expansion Module (see 2.9 Memory Expansion Module for more information about the



optional Memory Expansion Module). For diagnostic and troubleshooting information and



instructions for removing and installing server components, see the Problem



Determination and Service Guide.



Important: The Memory Expansion Module is for use with the Unisys ES7000 Model



7600R G3 server only.



The ES7000 Model 7600R G3 server is a 4U-high(1), high-performance server. It can be



upgraded to a symmetric multiprocessing (SMP) server through a microprocessor



upgrade. It is ideally suited for networking environments that require superior



microprocessor performance, efficient memory management, flexibility, and large



amounts of reliable data storage.



(1) Racks are measured in vertical increments of 4.45 cm (1.75 inches) each. Each



increment is called a ″U.″ A 1-U-high device is 1.75 inches tall.



Performance, ease of use, reliability, and expansion capabilities were key considerations in



the design of the server. These design features make it possible for you to customize the



system hardware to meet your needs today and provide flexible expansion capabilities for



the future.



The server contains the latest enterprise server technologies, which help increase



performance, reliability, and availability. For more information, see 2.5 What your server
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offers and 2.6 Reliability, availability, and serviceability.



You can obtain up-to-date information about the server and other Unisys products at the



Unisys ES7000 Model 7600R G2 and G3 page on the Unisys Support Web site.



If firmware and documentation updates are available, you can download them from the



ES7000 Model 7600R G2 and G3 Support Site. The server might have features that are not



described in the documentation that comes with the server, and the documentation might



be updated occasionally to include information about those features, or technical updates



might be available to provide additional information that is not included in the server



documentation. To check for updates, go to the ES7000 Model 7600R G2 and G3 Support



Site.



Record information about the server in the following table.



Product name ES7000 7600R G3



Machine type 7143 or 7143+<three digit style suffix>



Model number _____________________________________________



Serial number _____________________________________________



The model number and serial number are on labels on the right side of the server and on



the front, visible on the bezel, as shown in the following illustration.
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ID labels



For a list of supported optional devices for the server, see ES7000 Model 7600R G2 and



G3 Support Site.



2.1. Documentation Updates



This document contains all the information that was available at the time of publication.



Changes identified after release of this document are included in problem list entry (PLE)



18811235. To obtain a copy of the PLE, contact your service representative or access the



current PLE from the product support Web site:



http://www.support.unisys.com/all/ple/18811235



Note: If you are not logged into the product support site, you will be asked to do so.



2.2. Related documentation



This Installation and User’s Guide contains general information about the server, including



how to set up, install supported optional devices, and how to configure the server. The



following documentation also comes with the server:



• Safety Information



This document is in PDF on the Documentation CD. It contains translated caution and



danger statements. Each caution and danger statement that appears in the



documentation has a number that you can use to locate the corresponding statement



in your language in the Safety Information document.



• Problem Determination and Service Guide



This document is in PDF on the Unisys Support Web site. It contains information to



help you solve problems yourself, and it contains information for service technicians.



The ES7000 Model 7600R G3 Server



8207 2968–001 2–3





http://www.support.unisys.com/common/welcome.aspx?pla=EG2&nav=EG2


http://www.support.unisys.com/common/welcome.aspx?pla=EG2&nav=EG2


http://www.support.unisys.com/all/ple/18811235








• Rack Installation Instructions



This printed document contains detailed instructions for installing your server in a rack.



If you are adding an optional Memory Expansion Module or scaling to another server,



see the rack installation instructions that comes with the cable option kit.



• Environmental Notices and User’s Guide



This document is in PDF on the Documentation CD. It contains translated



environmental notices.



• License Agreement for Machine Code



This document is in PDF on the Documentation CD. It provides translated versions of



the License Agreement for Machine Code for your product.



• MCP Linux License Information and Attributions



This document is in PDF on the Documentation CD. It provides the open-source



notices.



The server might have features that are not described in the documentation that comes



with the server. The documentation might be updated occasionally to include information



about those features, or technical updates might be available to provide additional



information that is not included in the server documentation. These updates are available



from the Unisys Web site. To check for updated documentation and technical updates, go



to ES7000 Model 7600R G2 and G3 Support Site, and click the Documentation option.



In the ES7000 Model 7600R G2 and G3 Documentation Libraries page, click ES7000



Model 7600R G3 Release 1.0.



2.3. Notices and statements in this document



The caution and danger statements in this document are also in the multilingual Safety



Information document, which is on the Documentation CD. Each statement is numbered



for reference to the corresponding statement in your language in the Safety Information



document.



The following notices and statements are used in this document:



• Note: These notices provide important tips, guidance, or advice.



• Important: These notices provide information or advice that might help you avoid



inconvenient or problem situations.



• Attention: These notices indicate potential damage to programs, devices, or data.



An attention notice is placed just before the instruction or situation in which damage



might occur.



• Caution: These statements indicate situations that can be potentially hazardous to



you. A caution statement is placed just before the description of a potentially



hazardous procedure step or situation.



• Danger: These statements indicate situations that can be potentially lethal or



extremely hazardous to you. A danger statement is placed just before the description



of a potentially lethal or extremely hazardous procedure step or situation.
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2.4. Features and specifications



The following information is a summary of the features and specifications of the server.



Depending on the server model, some features might not be available, or some



specifications might not apply.



Notes:



• Racks are marked in vertical increments of 4.45 cm (1.75 inches). Each increment is



referred to as a unit, or ″U.″ A 1-U-high device is 4.45 cm (1.75 inches) tall.



• Power consumption and heat output vary depending on the number and type of



optional features that are installed and the power-management optional features that



are in use.



• The sound levels were measured in controlled acoustical environments according to



the procedures specified by the American National Standards Institute (ANSI) S12.10



and ISO 7779 and are reported in accordance with ISO 9296. Actual sound-pressure



levels in a given location might exceed the average values stated because of room



reflections and other nearby noise sources. The declared sound-power levels indicate



an upper limit, below which a large number of computers will operate.



Microprocessor:



• Intel™ Xeon™ E7 Series multi-core microprocessor.



• CPUs supported:



- E7-8830 – 2.13GHz 8-core with 24MB last level cache



- E7-8870 – 2.4GHz 10-core with 30MB last level cache



• Support for up to four microprocessors,



- Four Quick Path Interconnect (QPI) links per microprocessor at up to 6.4 GT/s



(gigatransfers per second)



- Four Scalable Memory Interconnect (SMI) links per microprocessor at up to 6.4



GT/s



Note: Use the Setup utility to determine the type and speed of the microprocessors. The



server does not support mixing microprocessor types.



Memory:



• Type: Registered, ECC, low-voltage Double Data Rate III (DDR3) SDRAM



• Sizes: 4GB (PC3L-10600R running at 1066MHz) or 8GB, 16GB and 32GB (PC3L-8500R



running at 1066MHz) in pairs



• Minimum requirements – Based on a minimum of two DIMMs per memory card



installed:



- 2-CPU base system: 16GB minimum (using 4GB DIMMs)



- 4-CPU base system: 32GB minimum (using 4GB DIMMs)



- 8-CPU base system: 128GB minimum (using 4GB DIMMs, requires all sixteen



memory boards)



The ES7000 Model 7600R G3 Server



8207 2968–001 2–5











• Maximum:



- 2-CPU system: 1TB (four memory boards and 32 x 32GB DIMMs)



- 4-CPU system: 2TB (eight memory boards and 64 x 32GB DIMMs)



- 8-CPU system: 4TB (sixteen memory boards and 128 x 32GB DIMMs)



• Connectors: Two-way interleaved, eight dual inline memory module (DIMM)



connectors per memory card



• Supports 1.35 V low-voltage DIMMs



• ES7000 Model 7600R G3 uses the Intel 7510 Scalable Memory Buffer only



Drives:



• Slim CD/DVD-RW: SATA (included)



• 2.5-inch Serial Attached SCSI (SAS) hard disk drives (optional)



• 1.8-inch Solid State Drives (SSD) (optional)



Expansion bays:



• Four or eight 2.5-inch SAS bays, eight or sixteen 1.8-inch SSD bays or a combination of



four SAS bays and eight SSD bays



• One 12.7 mm removable-media drive bay (CD/DVD-RW drive included)



Expansion slots:



• Six non-hot-swap PCI Express x8 (three full length and three half-length) slots. Slot 2 is



electrically x4.



• One non-hot-swap PCI Express x16 (full-length) slot.



• Emulex 10GbE Custom Virtual Fabric Adapter II in slot 7.



Scalability and memory expansion:



• Eight-socket scalability option uses 4 QPI external cables



• Memory Expansion Module option uses four QPI ports



• Multi-node configurations require 4 microprocessors in each node



Power supply:



• Standard: Two dual-rated power supplies.



- 1975 watts at 220 VAC input



- 875 watts at 110 VAC input



• Hot-swappable and redundant at 220 VAC only, with two power supplies



• At 110 VAC not hot swappable or redundant.
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Size:



• 4U



• Height: 172.8 mm (6.81 in.)



• Depth: 712.13 mm (28.04 in.)



• Width: (without rack EIA brackets) 440 mm (17.32 in.)



• Width: (with rack EIA brackets) 482.6 mm (19 in.)



• Weight: approximately 49.90 kg (110 lb) when fully configured



Integrated functions:



• Integrated management module (IMM), which provides service processor control and



monitoring functions, video controller, and remote keyboard, video, mouse, and



remote hard disk drive capabilities



• Light path diagnostics



• Eight Universal Serial Bus (USB) ports (2.0)



- Four on rear of server



- Two on front of server



- Two internal



• Broadcom 5709 dual 10/100/1000 MB Ethernet controller



• Matrox video



- 16 MB video memory



- SVGA compatible



• Serial-attached SCSI (SAS) controller with RAID capabilities



• Serial connector



• QPI Expansion Ports



Acoustical noise emissions:



• Sound power, idle: 58 dB declared



• Sound power, operating: 63 dB declared



Airflow:



• Nominal airflow: 67 cubic feet per minute (CFM)



• Typical airflow: 100 CFM



• Maximum airflow: 241 CFM
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Environment:



• Air temperature:



- Server on:



o 10°C to 35°C (50°F to 95°F); altitude: 0 to 914 m (3000 ft).



o 10°C to 32°C (50°F to 90°F); altitude: 914 to 2133 m (7000 ft).



- Server off: 10°C to 43°C (50.0°F to 109.4°F); maximum altitude: 2133 m (6998.0 ft)



• Humidity:



- Server on: 8% to 80%



- Server off: 8% to 80%



• Particulate contamination:



Attention: Airborne particulates and reactive gases acting alone or in combination



with other environmental factors such as humidity or temperature might pose a risk to



the server. For information about the limits for particulates and gases, see



B.2 Particulate contamination.



Heat output:



Approximate heat output:



• Minimum configuration: 648 Btu per hour (190 watts)



• Typical configuration: 3753 Btu per hour (1100 watts)



• Design maximum configuration:



- 5971 Btu per hour (1930 watts) at 110 VAC



- 6739 Btu per hour (2150 watts) at 220 VAC



Electrical input:



• Sine-wave input (50 - 60 Hz) required



• Input voltage low range:



- Minimum: 100 VAC



- Maximum: 127 VAC



• Input voltage high range:



- Minimum: 200 VAC



- Maximum: 240 VAC



• Approximate input kilovolt-amperes (kVA):



- Minimum: 0.20 kVA



- Typical: 1.12 kVA



- Maximum: 1.95 kVA (110 VAC)



- Maximum: 2.17 kVA (220 VAC)
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2.5. What your server offers



The server uses the following features and technologies:



• UEFI-compliant server firmware



Server firmware offers several features, including Unified Extensible Firmware



Interface (UEFI) 2.1 compliance; enhanced reliability, availability, and serviceability



(RAS) capabilities; and basic input/output system (BIOS) compatibility support. UEFI



replaces the BIOS and defines a standard interface between the operating system,



platform firmware, and external devices. UEFI-compliant servers are capable of



booting UEFI-compliant operating systems, BIOS-based operating systems, and



BIOS-based adapters as well as UEFI-compliant adapters.



Note: The server does not support DOS.



• Integrated management module



The integrated management module (IMM) combines service processor functions,



video controller, and remote presence and blue-screen capture features in a single



chip. The IMM provides advanced service processor control, monitoring, and alerting



function. If an environmental condition exceeds a threshold or if a system component



fails, the IMM lights LEDs to help you diagnose the problem, records the error in the



IMM event log, and alerts you to the problem. Optionally, the IMM also provides a



virtual presence capability for remote server management capabilities. The IMM



provides remote server management through industry-standard interfaces:



- Intelligent Platform Management Interface (IPMI) version 2.0



- Simple Network Management Protocol (SNMP) version 3



- Common Information Model (CIM)



- Web browser (For more information, see 4.10 Using the Integrated Management



Module.)



• Call Home



Call Home is a method to utilize the inbuilt email alert feature of the IMM. Critical



alerts (typically hardware) are sent to the Unisys Client Support Center (CSC) for



analysis. For information on setting up Call Home through use of the Integrated



Management Module, see Section 5, Configuring Call Home.



• Large system-memory capacity



The server supports up to 1 TB of system memory. The memory controller supports



error correcting code (ECC) for up to 64 industry-standard PC3-10600, 1.8 V, 240-pin,



registered, double-data-rate (DDR) III, synchronous dynamic random access memory



(SDRAM) dual inline memory modules (DIMMs). The optional 32-DIMM Memory



Expansion Module is available for purchase and provides up to 512 GB of additional



memory. For more information about the Memory Expansion Module, see



2.9 Memory Expansion Module.



• Memory ProteXion



The Memory ProteXion feature provides the equivalent of a hot-spare drive in a RAID



array. It is based in the memory controller, and it enables the server to sense when a



chip on a DIMM has failed and to route the data around the failed chip.
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• Memory Sparing



The server supports memory sparing. Memory sparing reserves memory capacity for



failover in the event of a DIMM failure, and the reserved capacity is subtracted from



the total available memory. Memory sparing provides less redundancy than memory



mirroring does. If a predetermined threshold of correctable errors is reached, the



contents of the failing DIMM are copied to the spare memory, and the failing DIMM or



rank is disabled. To enable memory sparing through the Setup utility, select System



Settings, and then select Memory. (Memory sparing and memory mirroring cannot



be used together.)



• Integrated network support



The server comes with an integrated Broadcom 5709 dual Gigabit Ethernet controller,



which supports connection to a 10 Mbps, 100 Mbps, or 1000 Mbps network. For more



information, see 4.15 Configuring the Broadcom Gigabit Ethernet controller.



• Integrated Trusted Platform Module (TPM)



This integrated security chip performs cryptographic functions and stores private and



public secure keys. It provides the hardware support for the Trusted Computing Group



(TCG) specification. You can download the software to support the TCG specification,



when the software is available.



• Large data-storage capacity and hot-swap capability



The server supports up to eight 1-inch (26 mm) slim-high, 2.5-inch hot-swap hard disk



drives that are connected to two SAS backplanes. With the hot-swap feature, you can



add, remove, and replace hard disk drives without turning off the server. For more



information, see 3.10 Installing a hot-swap hard disk drive.



• Light path diagnostics



Light path diagnostics provides LEDs to help you diagnose problems. For more



information, see the section about light path diagnostics in the Problem Determination



and Service Guide.



• PCI Express 2.0 adapter capabilities



The server has six slots for PCI Express 2.0 x8 adapters and one slot for PCI Express



x16 adapters. For more information, see 3.8 Installing a PCI Express adapter.



• Dynamic System Analysis (DSA) Preboot diagnostic programs



The DSA Preboot diagnostic programs are stored in integrated USB memory and



collect and analyze system information to aid in diagnosing server problems. The



diagnostic programs collect the following information about the server:



- Event logs for ServeRAID controllers and service processors



- Hard disk drive health



- Installed hardware



- Light path diagnostics status



- Network interfaces and settings



- RAID controller configuration



- Service processor status and configuration
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- System configuration



- Vital product data, firmware, and UEFI configuration



For additional information about DSA, see the Problem Determination and Service



Guide.



• Redundant connection



The addition of an optional network interface card (NIC) provides a failover capability to



a redundant Ethernet connection. If a problem occurs with the primary Ethernet



connection, all Ethernet traffic that is associated with the primary connection is



automatically switched to the redundant NIC. If the applicable device drivers are



installed, this switching occurs without data loss and without user intervention.



• Redundant cooling and power capabilities



The redundant cooling of the fans in the server enables continued operation if one of



the fans fails. The server supports two hot-swap power supplies, which provide



redundant power when connected to a 208-240v source.



• ServeRAID™ support



The server supports ServeRAID™ controllers to create redundant array of



independent disks (RAID) configurations.



• Symmetric multiprocessing (SMP)



The server supports up to four multi-core Intel Xeon microprocessors. One or more



multi-core microprocessors provides SMP capability.



2.6. Reliability, availability, and serviceability



Three important server design features are reliability, availability, and serviceability (RAS).



The RAS features help to ensure the integrity of the data that is stored in the server, the



availability of the server when you need it, and the ease with which you can diagnose and



correct problems.



The server has the following RAS features:



• Advanced memory features:



- Single-bit memory error detection



- Single-bit memory error hardware correction



- Multi single-bit memory error recovery and corrections



- Uncorrectable error (UE) detection



- Full array memory mirroring (FAMM) redundancy



- Automatic failover recovery for UEs when FAMM is configured



- Automated logical removal of failed DIMMs on reboots prior to replacement



- Automatic address parity checking during writes and reads



• Automatic BIOS recovery (ABR) for UEFI



• Automatic error retry and recovery
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• Automatic restart after a power failure



• Availability of microcode and diagnostic levels



• Integrated management module (service processor)



• Built-in, menu-driven electrically erasable programmable ROM (EEPROM) based



setup, system configuration, and diagnostic programs



• Built-in monitoring for fan, power, temperature, voltage, and power-supply redundancy



• Error codes and messages



• Error correcting code (ECC) L2 cache and system memory



• Fault-resistant startup



• Hot-swap hard disk drives



• Information and light path diagnostics LED panels



• Integrated management module for remote systems management



• Parity checking on the SAS bus and PCI Express buses



• Power managed and Advanced Configuration and Power Interface (ACPI) compliant



• Power-on self-test (POST)



• Predictive Failure Analysis™ (PFA) alerts



• Redundant Ethernet capabilities (requires optional Ethernet adapter) with failover



support



• Redundant hot-swap capability



- Cooling fans with speed-sensing capability



- Power supplies



• Remind button to temporarily flash the system-error LED



• Remote system problem-determination support



• ROM-based diagnostic programs



• Standby voltage for systems-management features and monitoring



• Startup (boot) from LAN using Preboot Execution Environment (PXE) protocol



• System auto-configuring from the configuration menu



• System error logging



• Vital product data (VPD) on microprocessors, system boards, power supplies, and SAS



(hot-swap-drive) backplane



• Wake on LAN™ capability
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2.7. Obtaining Releases from the Support Site



If you need to install later release levels, such as firmware, you can obtain the desired



versions from the product support Web site, as follows:



1. Access the product support Web site at www.support.unisys.com.



The Product Support log-in page appears.



2. Type your user name and password and click Log In.



The Product Support page appears.



3. Under the ES7000 Servers section, locate 32-bit & 64-bit x86 Architecture and



click ES7000 Model 7600R G2 and G3. (Click GO if the selection does not take



you to the next page.)



The ES7000 Model 7600R G2 and G3 Support Site page appears.



4. Click Releases in the Options column in the middle of the page.



The ES7000 Model 7600R G2 and G3 Releases page appears.



5. Click the item that you want to download.



6. Save the files (4 files are associated with each release) to the desired location for later



use in updating your system.



7. Review any comments about installation of the later version or any read-me files that



are available.



2.8. Server controls, LEDs, and power



This section describes the controls, light-emitting diodes (LEDs), connectors on the front



and rear of the server, and how to turn the server on and off.



Note: The illustrations in this document might differ slightly from your server.



2.8.1. Front view



The following illustration shows the controls, LEDs, and connectors on the front of the



server. (See Operator information panel for information about the operator information



panel.)
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Electrostatic-discharge connector: Connect a electrostatic-discharge wrist strap to



this connector when you work with static-sensitive devices.



DVD-eject button: Press this button to release a CD or DVD from the DVD drive.



DVD drive activity LED: When this LED is lit, it indicates that the DVD drive is in use.



USB 1 and 2 connectors: Connect USB devices to these connectors.



Scalability LED: This white LED is lit when the server is connected to another server in



a multi-node configuration. This LED is lit and remains on during POST on both the servers.



Hard disk drive activity LED: When this LED is flashing, it indicates that the drive is in



use.



Hard disk drive status LED: Each hot-swap hard disk drive has a status LED. When



this LED is lit, it indicates that the drive has failed. If an optional ServeRAID controller is



installed in the server, when this LED is flashing slowly (one flash per second), it indicates



that the drive is being rebuilt. When the LED is flashing rapidly (three flashes per second),



it indicates that the controller is identifying the drive.



Operator information panel



The following illustration shows the controls and LEDs on the operator information panel.
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Information LED



System-error LED



1 2



Ethernet icon LED



Power-control button/power-on LED



Ethernet port activity LEDs Locator button/locator LEDPower-control button cover



The following controls and LEDs are on the operator information panel:



• Power-control button and power-on LED: Press this button to turn the server



on and off manually or to wake the server from a reduced-power state. The states of



the power-on LED are as follows:



- Off: AC power is not present, or the power supply or the LED itself has failed.



- Flashing rapidly (4 times per second): The server is turned off and is not



ready to be turned on. The power-control button is disabled. In a fully configured



server, it could take up to 2 minutes after the server is connected to AC power,



before the power-control button becomes active.



- Flashing slowly (once per second): The server is turned off and is ready to



be turned on. You can press the power-control button to turn on the server.



- Lit: The server is turned on.



- Fading on and off: The server is in a reduced-power state. To wake the server,



press the power-control button or use the IMM Web interface. For information



about logging on to the IMM Web interface, see 4.12 Logging on to the IMM Web



interface.



• Ethernet icon LED: This LED lights the Ethernet icon.



• Information LED: When this LED is lit, it indicates that a noncritical event has



occurred. An LED on the light path diagnostics panel is also lit to help isolate the error.



• System-error LED: When this LED is lit, it indicates that a system error has



occurred. An LED on the light path diagnostics panel is also lit to help isolate the error.



• Locator button and locator LED: Use this LED to visually locate the server



among other servers. It is also used as the physical presence for trusted Platform



Module (TPM). Press this button to turn on or turn off this LED locally.



In a two-node configuration, this LED is lit on the primary server and flashes on the



secondary server during POST.



You can press this button or use an IPMI command to turn this LED on or off.



• Ethernet port activity LEDs: When either of these LEDs is lit, it indicates that the



server is transmitting to or receiving signals from the Ethernet LAN that is connected



to the Ethernet port that corresponds to that LED.
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Light path diagnostics panel



The light path diagnostics panel is on the top of the operator information panel.



To access the light path diagnostics panel, slide the blue release button on the operator



information panel to the left. Pull forward on the operator information panel until the hinge



of the panel is free of the server chassis. Then pull down on the operator information



panel, so that you can view the light path diagnostics panel information.



Operator information
panel



Light path
diagnostics LEDs



Release latch



The following illustration shows the controls and LEDs on the light path diagnostics panel.



Notes:



• Do not run the server for an extended period of time while the light path diagnostics



panel is pulled out of the server.



• Light path diagnostics LEDs remain lit only while the server is connected to power.
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• Remind button: This button places the system-error LED on the front panel into



Remind mode. In Remind mode, the system-error LED flashes once every 2 seconds



until the problem is corrected, the server is restarted, or a new problem occurs.



By placing the system-error LED indicator in Remind mode, you acknowledge that you



are aware of the last failure but will not take immediate action to correct the problem.



The remind function is controlled by the IMM.



• NMI button: Press this button to force a nonmaskable interrupt to the



microprocessor, if you are directed to do so by a Unisys service representative.



• Reset button: Press this button to reset the server and run the power-on self-test



(POST). You might have to use a pen or the end of a straightened paper clip to press



the button. The reset button is in the lower-right corner of the light path diagnostics



panel.



For more information about light path diagnostics, see the Problem Determination and



Service Guide.



2.8.2. Rear view



The following illustration shows the connectors on the rear of the server.



Power-cord connector: Connect the power cord to this connector.



System-management connector: Use this connector to connect the server to a



network for systems-management information control. This connector is used only by the



IMM.



USB connectors: Connect USB devices, such as a USB mouse or keyboard, to these



connectors.
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Video connector: Connect a monitor to this connector. In a two-node configuration,



connect the monitor to the primary server to see standard system output.



Serial connector: Connect a 9-pin serial device to this connector. The serial port is



shared with the integrated management module (IMM). The IMM can take control of the



shared serial port to perform text console redirection and to redirect serial traffic, using



Serial over LAN (SOL).



QPI ports 1 - 4: In a single-node configuration, use these connectors to insert either a



QPI wrap card, or cable assembly (a future expansion capability). In a two-node



configuration, insert the QPI cables in these ports to connect another server or a Memory



Expansion Module to your server. See the documentation that came with your QPI cable



kit for detailed cabling instructions.



Gigabit Ethernet 1 and 2 connectors: Use these connectors to connect the server



to a network.



2.8.3. Rear view LEDs



The following illustration shows the LEDs on the rear of the server. For more information



about solving power-supply problems, see the Problem Determination and Service Guide.
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AC power LED: Each hot-swap power supply has an AC power LED and a DC power



LED. When the AC power LED is lit, it indicates that sufficient power is coming into the



power supply through the power cord. During typical operation, both the AC and DC



power LEDs are lit. For any other combination of LEDs, see the Problem Determination



and Service Guide.



DC power LED: Each hot-swap power supply has a DC power LED and an AC power



LED. When the DC power LED is lit, it indicates that the power supply is supplying



sufficient DC power to the system. During typical operation, both the AC and DC power



LEDs are lit. For any other combination of LEDs, see the Problem Determination and



Service Guide.



Error LED: When the power-supply error LED is lit, it indicates that the power supply has



failed. See the Problem Determination and Service Guide for detailed information about



power-supply errors.



QPI link LEDs 1 - 4: When the QuickPath Interconnect (QPI) link LEDs are lit, they



indicate that the QPI links are fully established.
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Table 2–1. QPI link LEDs



Links LEDs



Number of



Nodes QPI wrap card or cable status



Off 1 None installed



On 1 Wrap card installed, working



Off at failing port 1 Wrap card installed, not working



On 2 Cables installed, working



Off at failing port 2 Cables installed, not working



Note: If there is a QPI problem, the LEDs at both ports blink. Also, the ″Off at failing port″
means that the LEDs are off at both ports (either end of the cable or QPI wrap card).



Power-on LED: See Operator information panel for the various states of the power-on



LED.



System-error LED: When this LED is lit, it indicates that a system error has occurred.



An LED on the light path diagnostics panel is also lit to help isolate the error.



Locator LED: Use this LED to visually locate the server among other servers.



In a two-node configuration, this LED is lit on the primary server and flashes on the



secondary server during POST.



You can press the Locator button on the operator information panel on the front of the



server or use the IMM webpage (under System Status) to turn the LED on or off.



2.8.4. Server power features



When the server is connected to an AC power source but is not turned on, the operating



system does not run, and all core logic except for the integrated management module



(IMM) is shut down; however, the server can respond to requests from the IMM, such as a



remote request to turn on the server. The power-on LED flashes to indicate that the server



is connected to AC power but not turned on.



In a two-node configuration, connect both servers to an AC power source as close to the



same time as possible to ensure optimum operation.



Turning on the server



The power-control button becomes active about 2 minutes after the server is connected to



AC power. During this period, the fans on the power supplies can be heard as they are



running at high speed. After approximately 2 minutes, when the Power control



button/Power on LED goes from flashing rapidly to slow flashing, you can turn on the



server and all nodes in the partition and start the operating system by pressing the power-



control button.
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The server can also be turned on in any of the following ways:



• If a power failure occurs while the server is turned on, the server will restart



automatically when power is restored.



• The systems-management software can turn on the server remotely.



• If your operating system supports the Wake on LAN™ feature, the Wake on LAN



feature can turn on the server.



Turning off the server



When you turn off the server and leave it connected to AC power, the server can respond



to requests from the IMM, such as a remote request to turn on the server. While the



server remains connected to AC power; fans on the power supplies continue to run. To



remove all power from the server, you must disconnect it from the power source.



Important: To view the error LEDs on the system board, leave the server connected to a



power source.



All operating systems should be orderly shutdown before you turn off the server. See your



operating-system documentation for information about shutting down the operating



system.



The server can be turned off in any of the following ways:



• You can turn off the server from the operating system, if your operating system



supports this feature. After an orderly shutdown of the operating system, the server



will be turned off automatically.



• You can press the power-control button to start an orderly shutdown of the operating



system and turn off the server, if your operating system supports this feature.



• If the operating system stops functioning, you can press and hold the power-control



button for more than 4 seconds to turn off the server.



• The IMM can turn off the server as an automatic response to a critical system failure.



• You can turn off the server through a request from the IMM.



2.9. Memory Expansion Module



If you purchased an optional Memory Expansion Module, it supports up to 32 DDR3



DIMMs, two 675-watt power supplies, and five 40 mm hot-swap speed-controlled fans. It



provides added memory and multi-node scaling support for host servers. The Memory



Expansion Module is designed for performance, expandability, and scalability; the fans and



power supplies use hot-swap technology for easy replacement without requiring that the



expansion module be turned off.



If you are adding an optional Memory Expansion Module or scaling to another server, see



the rack installation instructions that comes with the cable option kit.



The following illustration shows the Memory Expansion Module. The illustrations in this



document might differ slightly from your hardware.
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Before you start the host server to power on the Memory Expansion Module, make sure



that the server has the latest level of code or firmware installed. To obtain the latest code



or firmware and update instructions, go to ES7000 Model 7600R G2 and G3 Support Site.



In addition, check the Unisys Web site to make sure that you have the latest version of the



documentation for your server.



Note: To check for updated documentation and technical updates, go to ES7000 Model



7600R G2 and G3 Support Site.



2.9.1. Memory Expansion Module features and specifications



The list below details a summary of the features and specifications of the Memory



Expansion Module.



• Intel 7510 scalable memory buffer with eight memory ports (four DIMMs on each



port)



• Accellerated Memory Technology



• Scalable Memory Expansion (SME) chip set



• QuickPath Interconnect (QPI) architecture technology:



- Four 6.4 Giga Transfers (GT) per second QuickPath Interconnect links (for up to 4



microprocessors)



- Three 10.0 GT per second Scalable Memory Expansion (SME) scalability links



Scalability:



• Connects to the ES7000 Model 7600R G3 rack servers using QPI cables



• Connects to other Memory Expansion Modules, using Scalable Memory Expansion



(SME) link cables



• Scales up to 2 nodes (two Memory Expansion Modules + two servers)
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Acoustical noise emissions:



• For maximum system configurations (32 DIMMs installed)



• Sound power (idling): 62 dB



• Sound power (operating): 62 dB



• Sound pressure (idling): 48 dBA



• Sound pressure (operating): 48 dBA



Size:



• Height: 4.4 cm (1.73 in.)



• Depth: 72.4 cm (28.5 in.)



• Width: 48.3 cm (19.0 in.)



• Weight: approximately 12.8 kg (28.2 lb) for a standard unit; when fully configured, 15.4



kg (33.9 lb)



DIMMs:



• Minimum: 8 DIMMs (eight 4GB DIMMs totaling 32GB)



• Maximum: 32 DIMMs (thirty-two 32GB DIMMs totaling 1TB)



• Type of DIMMs: 1066 MHz PC3L-8500R ECC and 1333 MHz PC3L-10600R ECC



DDR3 SDRAM



• Supports 4 GB, 8 GB, 16 GB, and 32 GB DIMMs



• Supports only 1.35V low-voltage registered ECC DIMMs



Fans:



• Five hot-swap 40 mm fans



Environment:



• Air temperature:



- Enclosure on: 10° to 35°C (50° to 95°F); altitude: 0 to 914.4 m (3000 ft). Decreased



system temperature by 0.75° for every 1000 ft. increase in altitude.



- Enclosure off: 5° to 45°C (41° to 113′°F)



- Shipment: -40°C to +60°C (-40°F to 140°F



• Humidity:



- Enclosure on: 20% to 80%; maximum dew point: 21°C (70°F)



- Enclosure off: 8% to 80%; maximum dew point: 27°C (80°F)



- Shipment: 5% to 100%



• Particulate contamination:



Attention: Airborne particulates and reactive gases acting alone or in combination



with other environmental factors such as humidity or temperature might pose a risk to



the server. For information about the limits for particulates and gases, see
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B.2 Particulate contamination.



Power supply:



Includes two 675-watt, 110 – 220 V AC, auto-sensing, hot-swap power supplies, with



built-in fans for redundancy support.



Light path diagnostics LEDs:



• Board LED



• Configuration LED



• Fan LEDs



• Link LED (for QPI and Scalable Memory Expansion (SME) links)



• Locate LED



• Memory LEDs



• Power-on LED



• Power supply LEDs



Heat output:



• Heat output:



- Minimum configuration: 314 Btu per hour (92 watts)



- Maximum configuration 2048 Btu per hour (600 watts)



Electrical input:



• Sine-wave input (50 - 60 Hz) required



• Input voltage low range:



- Minimum: 90 V AC



- Maximum: 136 V AC



• Input voltage high range:



- Minimum: 198 V AC



- Maximum: 264 V AC



• Approximate input kilovolt-amperes (kVA):



- Minimum: 0.1 kVA



- Maximum: 0.6 kVA



Notes:



• Power consumption and heat output vary depending on the number and type of



optional features that are installed and the power-management optional features that



are in use.



• These levels were measured in controlled acoustical environments according to the



procedures specified by the American National Standards Institute (ANSI) S12.10 and
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ISO 7779 and are reported in accordance with ISO 9296. Actual sound-pressure levels



in a given location might exceed the average stated values because of room



reflections and other nearby noise sources. The declared sound-power levels indicate



an upper limit, below which a large number of computers will operate.



2.9.2. What the Memory Expansion Module offers



The Memory Expansion Module provides several features for easy operation, including:



• Customer replaceable units (CRUs)



The major CRUs in the Memory Expansion Module are dual inline memory modules



(DIMMs), fans, and power supplies. See 3.19.1 Memory Expansion Module



components for the components that the expansion module supports.



• Light path diagnostics LEDs



The Memory Expansion Module has light path diagnostics LEDs (front and rear) to



indicate hardware, scaling, and power problems.



• Redundant cooling and power capabilities



The Memory Expansion Module supports a maximum of two 675-watt hot-swap



power supplies and five single-motor hot-swap fans, which provides redundancy and



hot-swap capability. The redundant cooling by the fans enables continued operation if



one fan fails. The Memory Expansion Module comes standard with two 675-watt



power supplies and five cooling fans. If a problem occurs with one of the power



supplies, the other power supply can meet the power requirements.



• Large memory capacity



The memory bus supports up to 1 TB of memory. The memory controller supports



error correcting code (ECC) for up to 32 industry-standard 1333MHz PC3L-10600R or



1066MHz PC3L-8500R, DDR3 (third-generation double-data-rate), registered,



synchronous dynamic random access memory (SDRAM) dual inline memory modules



(DIMMs).



2.9.3. Reliability, availability, and serviceabillity features of the
Memory Expansion Module



Three of the most important features in product design are reliability, availability, and



serviceability (RAS). These factors help to ensure that the integrity of the data processed



in your Memory Expansion Module is preserved, that the expansion module is available



when you want to use it, and should a failure occur, you can easily diagnose and repair the



failure with minimal inconvenience.



The following is an abbreviated list of the RAS features that the expansion module



supports:



• 1-year parts and 1-year labor limited warranty or it assumes the warranty of the



ES7000 Model 7600R G3 server when attached, whichever is longer.



• Chipkill memory protection
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• Hot-swap and redundant cooling with fan-speed-sensing capability (front



serviceability)



• Hot-swap and redundant power supplies (rear serviceability)



• Information LED panel



• In-rack serviceability



• Memory redundant bit steering (RBS) and error correcting code (ECC)



• Memory mirroring support (mirrored DIMMs are mutually exclusive of each other)



• QuickPath Interconnect (QPI) fail down



• Rear serviceability power supplies



2.9.4. LEDs and connectors on the Memory Expansion Module



This section describes the indicators and light-emitting diodes (LEDs) and connectors on



the front and rear of the Memory Expansion Module.



Front view



The following illustration shows the indicators on the front of the Memory Expansion



Module. All of the LEDs are controlled by the host server integrated management module



(IMM) in the host server.



Note: The Memory Expansion Module does not have a power-on switch or button. The



Memory Expansion Module and all other functions are controlled by the host server to



which it is connected.



Power-on
LED



Locator
button/LED



Power supply
error LED



Memory
LEDerror



Link
LED



error



Fan
LED



error



System board
LEDerror



Configuration
LEDerror



• Information panel: This panel contains the indicators for the Memory Expansion



Module.



- Power-on LED: When this green LED is lit, it indicates that the Memory



Expansion Module is powered on.



- Locate LED: Use this blue LED to locate the Memory Expansion Module. The



locate LED also has a button that you can press to light up other servers or other



memory expansion modules to which the Memory Expansion Module is



connected.
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- Power supply fault (error) LED: When this amber LED is lit, it indicates a



faulty hot-swap power-supply.



- Memory error LED: When this amber LED is lit, it indicates a DIMM problem.



- Link error LED: When this amber LED is lit, indicates that a QPI link fault or a



Scalable Memory Expansion (SME) link fault has occurred. The port LED for the



link that has been disconnected will not be lit on the rear of the Memory



Expansion Module. Scalable Memory Expansion (SME) link LEDs are on the rear



of the Memory Expansion Module, and the QPI link LEDs are on the server to



which the Memory Expansion Module is connected.



- Fan error LED: When this amber LED is lit, it indicates a fan error.



- System board error LED: When this amber LED is lit, it indicates a Memory



Expansion Module system-board tray error.



- Configuration error LED: When this amber LED is lit, it indicates a



configuration error. The memory LED might be lit to indicate a memory



configuration error.



Rear view



The following illustration shows the indicators on the rear of the Memory Expansion



Module.
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• Power-on LED: When this green LED is lit, it indicates that the Memory Expansion



Module is powered on. This LED is functionally equivalent to the power-on LED on the



front of the Memory Expansion Module.



• System error LED: When this LED is lit, it indicates that a system error has



occurred.



• QPI ports: Insert either a QPI cable or a filler panel in each of these connectors.



Note: When you handle the QPI cables, take precaution to avoid damaging the high



density interface. Dropping or incorrectly connecting the QPI cables can damage the



high density interface. Store the protective covers that come on the end of the QPI
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cables for reuse when you perform maintenance on the server or memory expansion



Module when you remove the cables for any reason.



• Locate LED: When this blue LED is lit, it indicates that the command from the server



IMM to the Memory Expansion Module is complete. Use this blue LED to locate the



Memory Expansion Module. The front locate LED also has a button that you can press



to light up other servers or other memory expansion modules to which the Memory



Expansion Module is connected. This LED is functionally equivalent to the Locate LED



on the front of the Memory Expansion Module.



• Power connector: Connect a power cord to each of the connectors.



• AC power LED: Each hot-swap power supply has an AC power LED and a DC



power LED. When the AC power LED is lit, it indicates that sufficient power is being



supplied to the power supply through the power cord. During normal operation, both



the AC and DC power LEDs are lit.



• DC power LED: Each hot-swap power supply has a DC power LED and an AC



power LED. When the DC power LED is lit, it indicates that power supply is supplying



adequate DC power to the Memory Expansion Module. During normal operation, both



the AC and DC power LEDs are lit.



• Power supply fault (error) LED: When this amber LED is lit, it indicates a faulty



hot-swap power supply.



• Scalable Memory Expansion (SME) link LED: When this green LED is lit, it



indicates that a Scalable Memory Expansion (SME) link is functioning.



2.9.5. Turning on the Memory Expansion Module



The memory expansion module is controlled by the server. Turning on the memory



expansion module refers to connecting the memory expansion module power cord to the



power source and pressing the power-control button on the host server. The host server



must be connected to the memory expansion module and configured to identify the



memory expansion module. Normally, when the operating system on the server starts,



the server issues a power-on request to the memory expansion module.



2.9.6. Turning off the Memory Expansion Module



The memory expansion module is turned off only if the connected server issues a power-



off request and you disconnect the memory expansion module power cord from the



power source. You cannot turn off the memory expansion module manually.
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CAUTION:



The power control button on the device and the power switch on the power



supply do not turn off the electrical current supplied to the device. The



device also might have more than one power cord. To remove all electrical



current from the device, ensure that all power cords are disconnected from



the power source.



1



2



You can disconnect the Memory Expansion Module power cords from the power source



to shut off all power immediately without damaging the Memory Expansion Module, but it



might cause an unrecoverable error and loss of data on the connected server.
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Section 3
Installing optional devices



This chapter provides detailed instructions for installing optional hardware devices in the



server.



Important: To help ensure that the devices that you install work correctly and do not



introduce problems, observe the following precautions:



1. Make sure that the server and the installed firmware levels support the devices that



you are installing. If necessary, update the UEFI and IMM firmware and any other



firmware that is stored on the system boards. For information about where firmware



is stored in the server, see Chapter 7, “Configuration information and instructions,” in



the Problem Determination and Service Guide.



2. Before you install optional hardware devices, make sure that the server is working



correctly. Start the server, and make sure that the operating system starts, if an



operating system is installed, or that you see a graphical image of a floppy disk. This



indicates that an operating system was not found, but that the system is functional. If



the server is not working correctly, see the Problem Determination and Service Guide



for information about how to run diagnostics.



3. Follow the installation procedures in this chapter and use the correct tools. Incorrectly



installed devices can cause system failures because of damaged pins in sockets or



connectors, loose cabling, or loose components.



3.1. Server components



The following illustration shows the major components in the server. The illustrations in



this document might differ slightly from your hardware.
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Blue on a component indicates touch points, where you can grip the component to



remove it from or install it in the server, open or close a latch, and so on.
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Orange on a component or an orange label on or near a component indicates that the



component can be hot-swapped, which means that if the server and operating system



support hot-swap capability, you can remove or install the component while the server is



running. (Orange can also indicate touch points on hot-swap components.) See the



instructions for removing or installing a specific hot-swap component for any additional



procedures that you might have to perform before you remove or install the component.



3.1.1. Memory-card DIMM connectors



The following illustration shows the DIMM connectors on a memory card.
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3.1.2. Memory-card LEDs



The following illustration shows the LEDs on a memory card.



Installing optional devices



8207 2968–001 3–3











DIMM 1 error LED



DIMM 2 error LED



DIMM 3 error LED



DIMM 4 error LED



DIMM 5 error LED



DIMM 6 error LED



DIMM 7 error LED



DIMM 8 error LED



Memory
card only
error LED



Light path
diagnostics
button



Light path
diagnostics
button
power LED



DIMM 5



DIMM 6



DIMM 7



DIMM 8



DIMM 1



DIMM 2



DIMM 3



DIMM 4



Memory
card/DIMM
error LED



3.1.3. SAS-backplane connectors



The following illustration shows the hard disk drive connectors on the SAS backplane.



Installing optional devices



3–4 8207 2968–001











SAS signal
connector



SAS signal
connector



SAS power
connector



SAS power
connector



Cofiguration
connector



Cofiguration
connector



FrontRear



SAS hard
disk drive
connectors



Backplane 2
(for HDD 4-7)



Backplane 1
(for HDD 0-3)



3.1.4. 1.8–inch solid state drive backplane connectors



The following illustration shows the cable connectors on the 1.8–inch solid state drive



backplane.
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3.1.5. Microprocessor-board connectors



The following illustration shows the connectors on the microprocessor board.
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3.1.6. Microprocessor-board LEDs



The following illustration shows the LEDs on the four microprocessors.
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3.1.7. I/O-board connectors



The following illustration shows the connectors on the I/O board.
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Note: Slot 2 is electrically a x4 connector.



3.1.8. I/O-board jumpers



The following illustration shows the jumpers on the I/O board.
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Wake on LAN
bypass (J31)



1
2
3



Password
override (J29)



1
2
3



1
2
3



Boot
recovery
(J22)



Table 3–1. I/O-board jumpers



Jumper



number



Jumper



name Jumper setting



J31 Wake on



LAN bypass
• Pins 1 and 2: Normal operation (default).



• Pins 2 and 3: Clears Wake on LAN bypass.



J29 Password



override



When you change the position of this jumper, the server bypasses



the power-on password check. The next time you turn on the



server, the Setup Utility starts and you can change or delete the



power-on password. You do not need to move the jumper back to



the default position (pins 1 and 2) after the password is overridden.



J22 Boot



recovery
• Pins 1 and 2: Normal operation (default).



• Pins 2 and 3: Enable the UEFI recovery mode (forces boot



from secondary UEFI image if primary image is corrupted;



once the primary UEFI image is reprogrammed, this jumper



should be returned to normal, pins 1 and 2.)



Note: If no jumper is present, the server responds as if the jumper is on pins 1 and 2.



3.1.9. I/O-board LEDs



The following illustration shows the LEDs on the I/O board.
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Slot 7
error
LED



I/O
board
error
LED



Slot 6
error
LED



Slot 5
error
LED



Slot 4
error
LED



Slot 3
error
LED



Slot 2
error
LED



Slot 1
error
LED



Power fault LED



3.2. Installation guidelines



Before you install optional devices, read the following information:



• Read the safety information in Section 1, Safety, 3.2.3 Working inside the server with



the power on, and 3.2.4 Handling static-sensitive devices. This information will help



you work safely.



• When you install your new server, take the opportunity to download and apply the



most recent firmware updates. This step will help to ensure that any known issues are



addressed and that your server is ready to function at maximum levels of



performance. To download firmware updates for your server, go to 2.7 Obtaining



Releases from the Support Site.



Note: Some cluster solutions require specific code levels or coordinated code



updates. If the device is part of a cluster solution, verify that the latest level of code is



supported for the cluster solution before you update the code.



In a two-node configuration, make sure that the UEFI, FPGA, and IMM code are at the



same levels on all nodes, before cabling the servers together.



• Before you install optional hardware devices, make sure that the server is working



correctly. Start the server, and make sure that the operating system starts, if an



operating system is installed, or that you see a graphical image of a floppy disk. This



indicates that an operating system was not found but that the system is functional. If



the server is not working correctly, see the Problem Determination and Service Guide
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for information about how to run diagnostics. Messages indicating absence of OS are:



- Boot Failed. Windows Boot Manager



- Boot Failed. CD/DVD ROM



- Boot Failed. Floppy Disk



- Boot Failed. Hard Disk 0



- Broadcom UNDI PXE. No boot filename received



- Graphical image of a floppy disk



• Observe good housekeeping in the area where you are working. Place removed



covers and other parts in a safe place.



• If you must start the server while the cover is removed, make sure that no one is near



the server and that no tools or other objects have been left inside the server.



• Do not attempt to lift an object that you think is too heavy for you. If you have to lift a



heavy object, observe the following precautions:



- Make sure that you can stand safely without slipping.



- Distribute the weight of the object equally between your feet.



- Use a slow lifting force. Never move suddenly or twist when you lift a heavy



object.



- To avoid straining the muscles in your back, lift by standing or by pushing up with



your leg muscles.



• Make sure that you have an adequate number of properly grounded electrical outlets



for the server, monitor, and other devices.



• Back up all important data before you make changes to disk drives.



• Have a small flat-blade screwdriver available.



• To view the error LEDs on the system board and internal components, leave the server



connected to power.



• You do not have to turn off the server to install or replace hot-swap power supplies,



hot-swap hard disk drives, hot-swap fans, or hot-plug Universal Serial Bus (USB)



devices.



• Blue on a component indicates touch points, where you can grip the component to



remove it from or install it in the server, open or close a latch, and so on.



• Orange on a component or an orange label on or near a component indicates that the



component can be hot-swapped, which means that if the server and operating system



support hot-swap capability, you can remove or install the component while the server



is running. (Orange can also indicate touch points on hot-swap components.) See the



instructions for removing or installing a specific hot-swap component for any



additional procedures that you might have to perform before you remove or install the



component.



• When you are finished working on the server, reinstall all safety shields, guards, labels,



and ground wires.
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• For a list of supported optional devices for the server, see ES7000 Model 7600R G2



and G3 Support Site.



3.2.1. A single-power-supply server operating at 208 VAC



One power supply operating at 208 VAC supports a fully populated server, but it does not



support power or cooling redundancy.



3.2.2. System reliability guidelines



To help ensure proper cooling and system reliability, make sure that the following



requirements are met:



• Each of the drive bays has a drive or an electromagnetic compatibility (EMC) shield



installed in it.



• If the server has redundant power, each of the power-supply bays has a power supply



installed in it.



• There is adequate space around the server to allow the server cooling system to work



properly. Leave approximately 50 mm (2.0 in.) of open space around the front and rear



of the server. Do not place objects in front of the fans. For proper cooling and airflow,



replace the top cover before you turn on the server. Operating the server for extended



periods of time (more than 30 minutes) with the top cover removed might damage



server components.



• You have followed the cabling instructions that come with optional adapters.



• You have replaced a failed fan within 48 hours.



• You have replaced a hot-swap drive within 2 minutes of removal.



• For redundant and hot-swappable power supply operation, the power supplies are



connected to 208-240 VAC.



• Microprocessor sockets 1 - 4 each always contain either a heat-sink blank or a



microprocessor and heat sink.



3.2.3. Working inside the server with the power on



Attention: Static electricity that is released to internal server components when the



server is powered on might cause the server to halt, which might result in the loss of data.



To avoid this potential problem, always use an electrostatic-discharge wrist strap or other



grounding system when you work inside the server with the power on.



The server supports hot-swap devices and is designed to operate safely while it is turned



on and the cover is removed. Follow these guidelines when you work inside a server that



is turned on:



• Avoid wearing loose-fitting clothing on your forearms. Button long-sleeved shirts



before you work inside the server; do not wear cuff links while you are working inside



the server.



• Do not allow your necktie or scarf to hang inside the server.
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• Remove jewelry, such as bracelets, necklaces, rings, and loose-fitting wrist watches.



• Remove items from your shirt pocket, such as pens and pencils, which might fall into



the server as you lean over it.



• Avoid dropping any metallic objects, such as paper clips, hairpins, and screws, into the



server.



3.2.4. Handling static-sensitive devices



Attention: Static electricity can damage the server and other electronic devices. To avoid



damage, keep static-sensitive devices in their static-protective packages until you are



ready to install them.



To reduce the possibility of damage from electrostatic discharge, observe the following



precautions:



• Limit your movement. Movement can cause static electricity to build up around you.



• Wear an electrostatic-discharge wrist strap, if one is available.



• Handle the device carefully, holding it by its edges or its frame.



• Do not touch solder joints, pins, or exposed circuitry.



• Do not leave the device where others can handle and damage it.



• While the device is still in its static-protective package, touch it to an unpainted metal



surface on the outside of the server for at least 2 seconds. This drains static electricity



from the package and from your body.



• Remove the device from its package and install it directly into the server without



setting down the device. If it is necessary to set down the device, put it back into its



static-protective package. Do not place the device on the server cover or on a metal



surface.



• Take additional care when you handle devices during cold weather. Heating reduces



indoor humidity and increases static electricity.



3.3. Internal cable routing and connectors



The following illustration shows the routing of the DVD power, fans 1 and 2, scalability



LED, and operator information cables.
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DVD power
cable connector



Fan 1 cable
connector



Scalability
LED cable



Fan 2 cable
connector



Operator
information
cable



The following illustration shows the routing of the USB and DVD signal cables.
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DVD signal
cable



USB
cable



3.4. Removing the top cover



Note: Before you install optional hardware devices, make sure that the server is working



correctly. Start the server, and make sure that the operating system starts, if an operating



system is installed, or that a message is displayed indicating that an operating system was



not found but that the server is otherwise working correctly. If the server is not working



correctly, see the Problem Determination and Service Guide for information about how to



run diagnostics.
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To remove the top cover, complete the following steps:



1. Read the safety information in Section 1, Safety, and 3.2.3 Working inside the server



with the power on.



2. If you are installing or replacing a non-hot-swap component, turn off the server and all



attached peripheral devices. Disconnect all power cords; then, disconnect all external



signal cables from the server.



3. Slide the server out of the rack until the slide rails lock into place.



Top cover



Cover release
latch



4. Lift the cover-release latch. The cover slides to the rear approximately 13 mm (0.5



inch). Lift the cover off the server.



Attention: For proper cooling and airflow, replace the top cover before you turn on



the server. Operating the server for more than 2 minutes with the top cover



removed might damage server components.



3.5. Removing the top-cover bracket



To remove the top-cover bracket, complete the following steps:



1. Read the safety information in Section 1, Safety, and 3.2.3 Working inside the server



with the power on.



2. If you are installing or replacing a non-hot-swap component, turn off the server and all



peripheral devices, and disconnect the power cords and all external cables.



3. Slide the server out of the rack until the slide rails lock into place.



4. Remove the top cover (see 3.4 Removing the top cover).
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5. Slide the blue latches on the top-cover bracket toward the center of the server.



Latch



Latch



6. Tilt and lift the top-cover bracket out of the server.



7. If you are instructed to return the top-cover bracket, follow all packaging instructions,



and use any packaging materials for shipping that are supplied to you.
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3.6. Installing the top-cover bracket



Latch



Latch



To replace the top-cover bracket, complete the following steps:



1. Make sure that all internal cables are correctly routed.



2. Align the top-cover bracket on top of the server so that the metal tabs line up correctly



on the chassis, and then rotate it into place.



3. Slide the blue latches on the top cover bracket toward the outside of the server to lock



it in place.
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3.7. Removing the bezel



Note: You do not have to remove the top cover before you remove the bezel.



To remove the bezel, complete the following steps:



1. Read the safety information in Section 1, Safety, and 3.2.3 Working inside the server



with the power on.



2. Press on the bezel retention tabs on the sides of the bezel and pull the bezel away



from the server.



3.8. Installing a PCI Express adapter



The following notes describe the types of adapters that the server supports and other



information that you must consider when you install an adapter:



• An Emulex 10 GbE Custom Adapter comes installed in PCI Express slot 7.



• Locate the documentation that comes with the adapter and follow those instructions



in addition to the instructions in this section. If you must change the switch setting or



jumper settings on the adapter, follow the instructions that come with the adapter.



• Avoid touching the components and gold-edge connectors on the adapter.



• If you are installing a ServeRAID adapter with a battery installed on the adapter, you



must install the adapter in a full length expansion slot and you must leave an empty



expansion slot next to the slot in which you install the ServeRAID adapter.



• The server scans devices and PCI Express slots to assign system resources in the



following order: ICH10 RAID, DVD, USB, I/O Hub 1, integrated Ethernet controller,



integrated SAS controller, PCI Express slots 5 through 7, I/O Hub 2, and then PCI



Express slots 1 through 4. If you have not changed the default startup sequence, the
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server starts the devices in the following order: DVD drive, USB-attached diskette



drive, hard disk drive 0, and network devices.



Note: To change the startup sequence, start the Setup utility and select Start



Options from the main menu. See 4.1 Using the Setup utility for details about using



the Setup utility.



• The PCI Express 2.0 bus configuration is as follows:



- Expansion slot 1 is x16, slot 2 is x4 (x8 mechanical), and slots 3 through 6 are x8.



- Expansion slot 7 is a non-standard, 106-pin connector but accepts PCI Express x8,



x4, and x1 standard adapters.



- Expansion slots 1 through 4 are non-hot-plug, full-length PCI Express 2.0 and can



accept adapters up to 312.00 mm (12.28 inches) long.



- Expansion slots 5 through 7 are non-hot-plug, half-length PCI Express 2.0 and can



accept adapters up to 167.65 mm (6.6 inches) long.



Attention: Static electricity that is released to internal server components when the



server is powered on might cause the server to halt, which might result in the loss of data.



To avoid this potential problem, always use an electrostatic-discharge wrist strap or other



grounding system when you work inside the server with the power on.



To install a PCI Express adapter, complete the following steps.



1. Read the safety information in Section 1, Safety, and 3.2 Installation guidelines.



2. Turn off the server and peripheral devices, and disconnect the power cords and all



external cables.



3. Remove the server cover (see 3.4 Removing the top cover) and determine which PCI



Express expansion slot you will use for the adapter.



4. See the documentation that comes with the adapter for instructions for setting



jumpers or switches and for cabling.



Note: Route adapter cables before you install the adapter.
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Adapter



Adapter
retention
latch



Pin



Pin hole



Expansion
slot cover



5. Push the adapter retention latch toward the rear of the server and open the tab.



6. Remove the expansion-slot cover.



Attention: When you install an adapter, avoid touching the components and gold-



edge connectors on the adapter. Make sure that the adapter is correctly seated in



the connector. Incorrectly seated adapters might cause damage to the I/O board or



to the adapter.



7. Touch the static-protective package that contains the adapter to any unpainted



surface on the outside of the server; then, grasp the adapter by the top edge or



upper corners of the adapter and remove it from the package.



8. Carefully grasp the adapter by its top edge or upper corners, and align it with the



connector on the I/O board.



9. Press the adapter firmly into the adapter connector.



10. Push down on the blue adapter retention latch until it clicks into place, securing the



adapter.



11. Connect any required cables to the adapter.



If you have other devices to install or remove, do so now. Otherwise, go to



3.18 Completing the installation.



3.9. Installing a ServeRAID adapter for use with
1.8–inch solid state drives



The following notes describe the ServeRAID adapters that the server supports and other



information that you must consider when you install an adapter:



• Your server supports the ServeRAID B5015 adapter and 1.8” solid state drives.



• Locate the documentation that comes with the adapter and follow those instructions



in addition to the instructions in this section. If you must change the switch setting or
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jumper settings on the adapter, follow the instructions that come with the adapter.



• Avoid touching the components and gold-edge connectors on the adapter.



• When you install one SSD PCIe adapter, make sure that it is installed in Slot 1.



Attention: Static electricity that is released to internal server components when the



server is powered on might cause the server to halt, which might result in the loss of data.



To avoid this potential problem, always use an electrostatic-discharge wrist strap or other



grounding system when you work inside the server with the power on.



To install a ServeRAID adapter, for use with 1.8–inch solid state drives, in a rear PCI



connector, complete the following steps.



1. Read the safety information in Section 1, Safety, and 3.2 Installation guidelines.



2. Turn off the server and peripheral devices, and disconnect the power cords and all



external cables.



3. Remove the server cover (see 3.4 Removing the top cover).



4. Remove the top cover bracket.



5. Push the adapter retention latch toward the rear of the server and open the tab.



Adapter



Adapter
retention
latch



Pin



Pin hole



Expansion
slot cover



6. Remove the expansion-slot cover.



Attention: When you install an adapter, avoid touching the components and gold-



edge connectors on the adapter. Make sure that the adapter is correctly seated in



the connector. Incorrectly seated adapters might cause damage to the I/O board or



to the adapter.



7. Touch the static-protective package that contains the adapter to any unpainted



surface on the outside of the server; then, grasp the adapter by the top edge or



upper corners of the adapter and remove it from the package.
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8. Carefully grasp the adapter by its top edge or upper corners, and align it with the



connector on the I/O board.



9. Press the adapter firmly into the adapter connector.



10. Push down on the blue adapter retention latch until it clicks into place, securing the



adapter.



11. Route the SAS cables under the bottom of the I/O shuttle.



SAS signal
cables (2)
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12. Connect one end of each SAS signal cable that came with the 1.8–inch solid state



drive cage and backplane option to the backplane and the other end to the



ServeRAID adapter.



• Connect one end of the first cable to Port 0 on the ServeRAID adapter and the



other end to connector J39 on the backplane.



• Connect one end of the second cable to Port 1 on the ServeRAID adapter and the



other end to connector J40 on the backplane.



13. Reinstall the top cover bracket.



If you have other devices to install or remove, do so now. Otherwise, go to



3.18 Completing the installation.



3.10. Installing a hot-swap hard disk drive



The following notes describe the types of hard disk drives that the server supports and



other information that you must consider when you install a hard disk drive:



• The server supports up to eight 1-inch (26 mm) slim-high, 2.5-inch, hot-swap hard disk



drives in the standard hot-swap bays.



• Start installing the hard disk drives from the bottom bay (bay 0).



• For a list of supported optional devices for the server, see ES7000 Model 7600R G2



and G3 Support Site.



• If the server will be configured for RAID operation, see the documentation that comes



with the controller for instructions for installing a hard disk drive.



• All hot-swap drives in the server should have the same throughput speed rating; using



drives with different speed ratings might cause all drives to operate at the lowest



throughput speed.



• To minimize the possibility of damage to the hard disk drives when you install the



server in a rack configuration, install the server in the rack before you install the hard



disk drives.



• You do not have to turn off the server to install hot-swap drives in the hot-swap drive



bays. However, you must turn off the server when you perform any steps that involve



installing or removing cables.
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The following illustration shows how to install a hot-swap hard disk drive.



Hard disk
drive
assembly Filler panel



Drive handle
(in open position)



Activity LED



Status LED



To install a hot-swap hard disk drive, complete the following steps:



1. Read the safety information in Section 1, Safety, and 3.2 Installation guidelines.



2. Remove the filler panel from one of the empty hot-swap bays.



Note: When you install a drive in bays 4 through 7, you must first install a hard disk



drive backplane.



3. Touch the static-protective package that contains the hard disk drive to any unpainted



surface on the outside of the server; then, remove the hard disk drive from the



package.



4. Make sure that the drive handle is open; then, install the hard disk drive into the



hot-swap bay.



Note: Check the hard disk drive status LEDs to make sure that the hard disk drive is



operating correctly. If the amber hard disk drive status LED for a drive is lit continuously,



that drive is faulty and must be replaced. If the green hard disk drive activity LED is



flashing, the drive is being accessed.



If you have other devices to install or remove, do so now. Otherwise, go to



3.18 Completing the installation.
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3.11. Installing a 2.5–inch hard disk drive
backplane, SAS cable handle, and ServeRAID
adapter



To install a 2.5–inch hard disk drive backplane, SAS cable handle, and ServeRAID adapter,



complete the following steps:



1. Read the safety information in Section 1, Safety, and 3.2 Installation guidelines.



2. Turn off the server and peripheral devices, and disconnect the power cord and all



external cables.



3. Remove the server cover (see 3.4 Removing the top cover).



4. Remove the top cover bracket (see 3.5 Removing the top-cover bracket).



5. Pull out any hard disk drive fillers.



If no disks or ServeRAID exist in server, go to step 10.



6. Pull out the hard disk drives just enough to disconnect them from the backplane.



7. Remove the ServeRAID adapter from behind the hard disk drive backplane.



8. Disconnect the SAS signal cables from the ServeRAID adapter.



9. Lift the SAS power and configuration cable handle up to disconnect the cables from



the microprocessor board.



10. Slide the backplane carrier release tab forward and slightly lift the carrier.
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11. Remove the backplane carrier and SAS power cable handle from the server together.



SAS power and
configuration cables



Release tab



Backplane
carrier



Alignment
pins



12. Remove the backplane filler from the backplane carrier.



a. Push the tabs on the backplane outward.



b. Pull the filler out of the backplane carrier.
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13. Orient and install the new backplane into the backplane carrier.



a. Position the notch in the backplane over the bottom right of the carrier.



b. Position the holes in the backplane over the pins in the carrier.



c. Push the backplane into the carrier.



14. Connect the new SAS signal cable that came with the backplane to the new



backplane.



15. If a backpanel was already installed in this server, connect the two unconnected



power cables from the SAS power cable handle to the new backplane. (Look at the



cabling of the first backplane to make sure you cable the new backplane correctly.) If



backpanels are being installed for the first time, then connect the shorter cables to



the lower backpanel and the longer cables to the upper backpanel.



16. Slide the backplane carrier into place until it latches while you hold the SAS power



cable handle out of the way.



17. Install the SAS power cable handle into place straight down onto the microprocessor



board.
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18. Connect the two SAS signal cables to the ServeRAID adapter. Connect the cable



from the bottom backplane to port 0 and the cable from the new top backplane to



port 1. The following graphics show the port numbers on the ServeRAID adapters.



Port 1 Port 0



ServeRAID M5015 controller
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19. Install the ServeRAID adapter onto the RAID adapter carrier, then install the carrier



into the server.



Release
latch



Tabs



Post



20. Install the top cover bracket (see 3.6 Installing the top-cover bracket).



21. Push the hard disk drives and/or hard disk drive fillers back into place so that they



connect to the backplane.



22. Install the top cover.



23. Connect the cables and power cords (see 3.18.1 Connecting the cables).



24. Turn on all attached devices and the server.



3.12. Installing a 1.8-inch drive cage and backplane



Use the following instructions to install a 1.8-inch drive cage when a 2.5-inch SAS hard



disk drive backplane is also installed in the server.



To install a 1.8-inch drive cage and backplane, complete the following steps:



1. Read the safety information in Section 1, Safety, and 3.2 Installation guidelines.



2. Turn off the server and peripheral devices, and disconnect the power cord and all



external cables.



3. Remove the server cover (see 3.4 Removing the top cover).



4. If any hard disk drives or fillers are installed in the server, pull out the bottom four just



enough to disconnect them from the backplane, and completely remove any fillers



from the top four bays.



5. Remove the backplane carrier and the SAS power cable handle:



a. Lift the SAS power and configuration cable handle up to disconnect the cables



from the microprocessor board.
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b. Slide the backplane carrier release tab forward and slightly lift the carrier.



c. Remove the backplane carrier and SAS power cable handle from the server



together.



SAS power and
configuration cables



Release tab



Backplane
carrier



Alignment
pins



6. Disconnect the power and configuration cables from the backplane. Do not



disconnect the SAS signal cable from the backplane.
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7. Remove the backplane filler from the backplane carrier.



a. Push the tabs on the backplane outward.



b. Pull the filler out of the backplane carrier.



8. Check the label on the cable handle to make sure you use the correct power and



configuration cable handle from the option kit. Connect the new power and



configuration cables from the power cable handle to the backplane in the carrier. Use



the shorter cables when connecting to the backplane in the bottom position of the



carrier.



9. Slide the backplane carrier into the server while lowering the power and



configuration cable handle into place.



10. Seat the power and configuration handle into the connector on microprocessor



board. Do not latch the backplane carrier fully into place yet.
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11. Slide the 1.8–inch drive backplane assembly into the hard disk drive cage. Make sure



that the LEDs are on the left side.



Filler panel



12. Connect the power and configuration cables into the back of the 1.8–inch drive



backplane assembly.



13. Seat the backplane carrier into the fully latched position. If there are hard disk drives



in the bottom four bays, slide them back into place.



14. Connect the two SAS signal cables to the ServeRAID adapter (such as a ServeRAID



M5015 SSD Controller or a 6Gb SSD HBA). Connect the cable from the bottom



backplane to port 0 and the cable from the new top backplane to port 1.



15. To install a ServeRAID adapter in one of the PCI connectors, see 3.9 Installing a



ServeRAID adapter for use with 1.8–inch solid state drives for installation and cabling



information.



16. Install the top cover.



17. To install the solid state drives, see 3.13 Installing a solid state drive.



18. Connect the cables and power cords (see 3.18.1 Connecting the cables).



19. Turn on all attached devices and the server.



3.13. Installing a solid state drive



To confirm that the server supports the solid state drive that you are installing, see ES7000



Model 7600R G2 and G3 Product Support site page.



To install a solid state drive, complete the following steps:



1. Read the safety information in Section 1, Safety, and 3.2 Installation guidelines.
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2. Remove the drive cage filler panel.



3. Slide the drive release latch to the right and rotate the handle to the open position.



4. Pull the lever to slide the drive filler out of the server.



5. Push the solid state drive in all the way until it clicks in the backplane.



Filler panel



Drive tray handle



6. Rotate the handle until the latch clicks closed.



7. Reinstall the drive cage filler panel.



8. Install the drive ID label on the server front bezel.
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3.14. Installing a QPI wrap card



If your server has more than two microprocessors installed, you must install two QPI wrap



cards in the server.



To install a QPI wrap card, complete the following steps:



1. Read the safety information in Section 1, Safety, and 3.2 Installation guidelines.



2. Turn off the server and peripheral devices, and disconnect the power cord and all



external cables.



3. Rotate the blue release latch on the QPI blank handle, pull the handle to the open



position, and pull the blank out of the server.



4. Rotate the blue release latch on the QPI wrap card handle and pull the handle to the



open position.



5. Push the wrap card into the bay, and rotate the handle to the locked position.



6. Reconnect the cables and power cords (see 3.18.1 Connecting the cables).



7. Turn on all attached devices and the server.



3.15. Installing an internal removable flash drive



The server supports two internal removable flash drives that are installed in the USB



connectors on the I/O board. You do not have to turn off the server to install an internal



removable flash drive.
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Locking
collar



To install an internal removable flash drive, complete the following steps:



1. Read the safety information in Section 1, Safety, and 3.2 Installation guidelines.



2. Disconnect the power cable and remove the power supply that is closest to the USB



connector that you plan to use.



3. Reach through the empty power-supply bay and make sure the locking collar on the



connector is pushed down to the unlocked position.



4. Insert the internal flash memory drive into the connector.



5. Pull up on the locking collar to lock the internal flash memory drive in place.



Note: To remove an internal removable flash memory drive, push down on the



locking collar to unlock the drive before you remove the drive.



6. Reinstall the power supply and reconnect the power cable.



If you have other devices to install or remove, do so now. Otherwise, go to
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3.18 Completing the installation.



3.16. Memory modules



The following notes describe the types of dual inline memory modules (DIMMs) that the



server supports and other information that you must consider when you install DIMMs:



• The server supports only1.35V low-voltage, 240-pin, 4GB PC3L-10600R or 8GB, 16GB



and 32GB PC3L-8500R double data rate (DDR) III. Registered synchronous dynamic



random access memory (SDRAM) with error correction code (ECC) DIMMs. These



DIMMs must be compatible with the latest PC3L-10600R or PC3L-8500R registered



SDRAM specifications. For a list of supported optional devices for the server, see



ES7000 Model 7600R G2 and G3 Support Site.



• The server supports up to eight memory cards. Each memory card holds up to eight



DIMMs.



• At least one memory card, with a minimum of two DIMMs populated, must be



installed for each CPU present for the server to operate properly.



• The Intel 7500 Scalable Memory Buffer and the Intel 7510 Scalable Memory Buffer are



not interchangeable and cannot be used in the same server. The ES7000 Model 7600R



G3 uses the Intel 7510 Scalable Memory Buffer only.



• The server supports an additional 1TB of memory when the optional Memory



Expansion Module is populated with thirty-two 32GB DIMMs and attached to the



server.



• When you install additional DIMMs on a memory card, be sure to install them in pairs.



The DIMMs in each pair must match each other.



• The server supports memory sparing. Memory sparing reserves memory capacity for



failover in the event of a DIMM failure, and the reserved capacity is subtracted from



the total available memory. Memory sparing provides less redundancy than memory



mirroring does. If a predetermined threshold of correctable errors is reached, the



contents of the failing DIMM are copied to the spare memory, and the failing DIMM or



rank is disabled. To enable memory sparing through the Setup utility, select System



Settings, then select Memory. (Memory sparing and memory mirroring cannot be



used at the same time.)



• You do not have to save new configuration information to the IMM when you install or



remove DIMMs. The only exception is if you replace a DIMM that was designated as



disabled in the Setup utility Memory Settings menu. In this case, you must



re-enable the row in the Setup utility or reload the default memory settings.



• When you restart the server after you add or remove a DIMM, the server displays a



message that the memory configuration has changed.



• Memory cards in connectors 1 and 2 support microprocessor 1, memory cards in



connectors 3 and 4 support microprocessor 2, memory cards in connectors 5 and 6



support microprocessor 3, and memory cards in connectors 7 and 8 support



microprocessor 4.



• There are four memory power buses, which are split among the eight memory cards.
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• Populate the memory-card in the following order: 1, 7, 3, 5, 2, 8, 4, 6.



(Microprocessors must be installed in the following order: 1, 4, 2, and 3. See



3.17 Installing a microprocessor for more information.)



• Memory Hemisphere mode requires a minimum of 8 identical DIMMs per Westmere



processor socket, four per memory module (DIMM slots 1, 8, 3, and 6 minimally). The



memory configuration outboard each memory controller must be identical.



Hemisphere mode is a requirement of 8-socket systems (two cells), but not



necessarily needed by the Memory Expansion Modules unless part of an 8-socket



system.



- A 4 socket system does not require hemisphere mode.



- An 8-socket system with or without the Memory Expansion Module does require



hemisphere mode.



The following illustration shows the locations of the memory-card connectors.



Memory
card 1



Memory
card 2



Memory
card 3



Memory
card 4



Memory
card 5



Memory
card 6



Memory
card 7



Memory
card 8



Microprocessor 1
connector



Microprocessor 2
connector



Microprocessor 3
connector



Microprocessor 4
connector



Front of server
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• The following illustration shows the DIMM connectors on a memory card.



DIMM 1



DIMM 2



DIMM 3



DIMM 4



DIMM 5



DIMM 6



DIMM 7



DIMM 8



• Install the DIMMs on each memory card in the order shown in the following table.



You must install at least one pair of DIMMs on each memory card.



Table 3–2. High-performance memory-card installation sequence



DIMM pair installation



order



Memory-card connector



number DIMM connector numbers



First 1 1 and 8



Second 7 1 and 8



Third 3 1 and 8



Fourth 5 1 and 8



Fifth 2 1 and 8



Sixth 8 1 and 8



Seventh 4 1 and 8



Eighth 6 1 and 8



Ninth 1 3 and 6



Tenth 7 3 and 6



Eleventh 3 3 and 6



Twelfth 5 3 and 6



Thirteenth 2 3 and 6



Fourteenth 8 3 and 6



Fifteenth 8 3 and 6



Sixteenth 6 3 and 6
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Table 3–2. High-performance memory-card installation sequence (cont.)



DIMM pair installation



order



Memory-card connector



number DIMM connector numbers



Seventeenth 1 2 and 7



Eighteenth 7 2 and 7



Nineteenth 3 2 and 7



Twentieth 5 2 and 7



Twenty-first 2 2 and 7



Twenty-second 8 2 and 7



Twenty-third 4 2 and 7



Twenty-fourth 6 2 and 7



Twenty-fifth 1 4 and 5



Twenty-sixth 7 4 and 5



Twenty-seventh 3 4 and 5



Twenty-eighth 5 4 and 5



Twenty-ninth 2 4 and 5



Thirtieth 8 4 and 5



Thirty-first 4 4 and 5



Thirty-second 6 4 and 5



Memory mirroring replicates and stores data between the two Memory boards



associated with each processor. If a memory failure occurs, the memory controller



switches from the primary set of DIMMs to the backup set of DIMMs.



When you use memory mirroring, consider the following information:



- To enable memory mirroring through the Setup utility, select System Settings >



Memory. For more information, see “Using the Setup utility” in Section 4.



- Memory mirroring reduces the available memory by half. For example, if the



server has 64 GB of installed memory, only 32 GB of addressable memory is



available when memory mirroring is enabled. Windows 2008 x64 and Windows



2008 R2 do not recognize memory mirroring when they report the amount of



available memory; they instead report the total DIMM capacity.



To enable memory mirroring, you must install DIMMs in sets of four, one pair in each



memory card. All DIMMs in each set must be the same size and type. Memory cards 1



and 2 mirror each other, cards 3 and 4 mirror each other, memory cards 5 and 6 mirror



each other, and cards 7 and 8 mirror each other. Install DIMMs in the sequence shown



in the following table.
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Table 3–3. Memory-card installation sequence for memory-mirroring



configuration



DIMM quad installation



order Memory card Connector numbers



First 1 1 and 8



2 1 and 8



Second 7 1 and 8



8 1 and 8



Third 3 1 and 8



4 1 and 8



Fourth 5 1 and 8



6 1 and 8



Fifth 1 3 and 6



2 3 and 6



Sixth 7 3 and 6



8 3 and 6



Seventh 3 3 and 6



4 3 and 6



Eighth 5 3 and 6



6 3 and 6



Ninth 1 2 and 7



2 2 and 7



Tenth 7 2 and 7



8 2 and 7



Eleventh 3 2 and 7



4 2 and 7



Twelfth 5 2 and 7



6 2 and 7



Thirteenth 1 4 and 5



2 4 and 5



Fourteenth 7 4 and 5



8 4 and 5



Fifteenth 3 4 and 5



4 4 and 5
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Table 3–3. Memory-card installation sequence for memory-mirroring



configuration (cont.)



DIMM quad installation



order Memory card Connector numbers



Sixteenth 5 4 and 5



6 4 and 5



• Memory sparing reserves memory capacity for failover in the event of a DIMM



failure, and the reserved capacity is subtracted from the total available memory.



Memory sparing provides less redundancy than memory mirroring does. If a



predetermined threshold of correctable errors is reached, the contents of the failing



DIMM are copied to the spare memory, and the failing DIMM or rank is disabled. To



enable memory sparing through the Setup utility, select System Settings >



Memory.



• If a problem with a DIMM is detected, light path diagnostics lights the system-error



LED on the front of the server, indicating that there is a problem and guiding you to



the defective DIMM. When this occurs, first identify the defective DIMM; then,



remove and replace the DIMM.
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The following illustration shows the LEDs on the memory card.



DIMM 1 error LED



DIMM 2 error LED



DIMM 3 error LED



DIMM 4 error LED



DIMM 5 error LED



DIMM 6 error LED



DIMM 7 error LED



DIMM 8 error LED



Memory
card only
error LED



Light path
diagnostics
button



Light path
diagnostics
button
power LED



DIMM 5
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DIMM 4



Memory
card/DIMM
error LED



Memory card/DIMM error LED: When this LED is lit, it indicates that the



memory card or a DIMM has failed.



Memory card only error LED: When this LED is lit, it indicates that the memory



card has failed.



DIMM 1 - 8 error LED: When one of these LEDs is lit, it indicates that a DIMM



has failed.



Light path diagnostics button power LED: When this LED is lit, it indicates



that the capacitor has power and error LEDs can be lit as necessary.



Light path diagnostics button: Press this button to relight the error LED that



had previously been lit.



3.16.1. Installing a memory card



At least one memory card with one pair of DIMMs must be installed for the server to



operate correctly.
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The Intel 7500 Scalable Memory Buffer memory card and the Intel 7510 Scalable Memory



Buffer memory card are not interchangeable and cannot be used in the same server. The



ES7000 Model 7600R G3 uses the Intel 7510 Scalable Memory Buffer memory card only.



To verify that your server supports the memory card that you are installing, look at the label



on the top of the memory card. The label should state that the memory card can be used in



machine type 7143 (7143 is the machine type for ES7000 Model 7600R G3).



NOTE:
Only use
this memory
card with
Machine
Types 7143
or 7191



To install a memory card, complete the following steps:



Note: Read the safety information in Section 1, Safety, and 3.2 Installation guidelines.



1. Turn off the server and peripheral devices, and disconnect the power cords and all



external cables as necessary.



2. Remove the server cover (see 3.4 Removing the top cover).



3. Remove the memory card filler.



4. Prepare the memory card:



a. Touch the static-protective package that contains the memory card to any



unpainted surface on the outside of the server; then, remove the memory card



from the package.



b. Open the levers on the top of the memory card.



c. Place the memory card on a flat, static-protective surface, with the DIMM



connectors facing up.



d. Install DIMMs in the memory card (see 3.16.2 Installing DIMMs).



5. Add the memory card.



Installing optional devices



3–44 8207 2968–001











Attention: When you move the memory card, do not allow it to touch any



components or structures inside the server.



a. Grasp the memory card by the retention levers and turn the memory card so that



the connector aligns with the connector on the microprocessor board and the



guides on the chassis.



b. Insert the memory card into the memory-card connector.



c. Press the memory card into the connector and close the retention levers.



d. Slide the blue release latch to the locked position.



If you have other devices to install or remove, do so now. Otherwise, go to



3.18 Completing the installation.



3.16.2. Installing DIMMs



DIMMs must be installed in pairs of the same type and speed. For you to use the memory



mirroring feature, all the DIMMs that are installed in the server must be the same type and



speed, and the operating system must support memory mirroring. The following



instructions are for installing one pair of DIMMs. To install DIMM pairs on more than one



memory card, repeat steps 3 though 7 for each memory card.



To install a DIMM, complete the following steps:



1. Read the safety information in Section 1, Safety, and 3.2 Installation guidelines.



2. Turn off the server and peripheral devices, and disconnect the power cords and all



external cables as necessary.
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3. Remove the server top cover (see 3.4 Removing the top cover).



Release
lever



Error
LED



4. If you are installing DIMMs in a memory card that is already installed in the server,



remove the memory card:



a. Slide the blue release latch to the unlocked position.



b. Open the release levers on the top of the memory card.



c. While you hold the release levers open, lift the memory card out of the server.



5. Place a memory card on a flat, static-protective surface, with the DIMM connectors



facing up.



Attention: To avoid breaking the DIMM retaining clips or damaging the DIMM



connectors, open and close the clips gently.



6. Open the retaining clips [1] on each end of the DIMM connector.



7. Touch the static-protective package that contains the DIMM to any unpainted metal



surface on the outside of the server; then, remove the DIMM from the package.
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8. Turn the DIMM so that the DIMM keys align correctly with the slot.



DIMM



Retaining
clip



9. Insert the DIMM into the connector by aligning the edges of the DIMM with the



slots at the ends of the DIMM connector. Firmly press the DIMM straight down into



the connector [2] by applying pressure on both ends of the DIMM simultaneously.



The retaining clips snap into the locked position when the DIMM is seated in the



connector.



Note: If there is a gap between the DIMM and the retaining clips, the DIMM has not



been correctly inserted; open the retaining clips, remove the DIMM, and then reinsert



it.
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10. Install the memory card.



Release
lever



Memory
card filler



a. If this is a new memory card, remove the memory card filler from the server.



b. Insert the memory card into the memory-card connector.



c. Press the memory card into the connector and close the release levers.



d. Slide the blue release latch to the locked position.



If you have other devices to install or remove, do so now. Otherwise, go to



3.18 Completing the installation.



3.17. Installing a microprocessor



The following notes describe the type of microprocessor that the server supports and



other information that you must consider when you install a microprocessor:



• For a list of supported optional devices for the server, go to the ES7000 Model 7600R



G2 and G3 Product Support site page.



• The server supports up to four Intel Xeon microprocessors. All processors must be the



same cache size, stepping and clock speed.
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• The ES7000 Model 7600R G3 supports only the Intel Xeon E7 Series microprocessors.



Do not mix Intel Xeon versions of the 7000 Series and the E7 Series microprocessors.



In addition:



- Intel Xeon versions of the 7000 Series microprocessors are supported only on



machine type 7145.



- Intel Xeon E7 Series microprocessors are supported only on machine type 7143.



• Due to space limitations, you must use the microprocessor tool that comes with the



microprocessor, when you install the microprocessor.



• Prior to installing the microprocessor, make sure that the latest level of code or



firmware is installed. To download the latest version of firmware, go to ES7000 Model



7600R G2 and G3 Support Site , and click the Drivers and Downloads option.



• For a list of supported operating systems, see ES7000 Model 7600R G2 and G3



Support Site.



• You can use the Setup utility to determine the specific type of microprocessor in the



server.



• Microprocessor sockets must always contain either a heat-sink blank or a



microprocessor and heat sink.



• Populate the microprocessor sockets in the following order: 1, 4, 2, and 3. The



following illustration shows the locations of the microprocessor sockets on the



microprocessor board.



• Before you begin the following procedure, remove the heat-sink blank from the



processor socket and check for damaged pins within the socket. If all the pins are



free from damage, reinstall the heat-sink blank. If any pins are damaged, contact



your Unisys service representative.
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Note: In a one node server only, if your server has more than two microprocessors



installed, you must install two QPI wrap cards in the server.



To install a microprocessor, complete the following steps:



1. Read the safety information in Section 1, Safety, and 3.2 Installation guidelines.



2. Turn off the server and peripheral devices, and disconnect the power cords and all



external cables as necessary to replace the device.



3. Remove the server top cover (see 3.4 Removing the top cover.)



Attention:When you handle static-sensitive devices, take precautions to avoid



damage from static electricity. For details about handling these devices, see



3.2.4 Handling static-sensitive devices.



4. Slide the blue latches on the top cover bracket toward the center of the server.



5. Lift the top cover bracket out of the server.



6. Remove the heat-sink blank and store it for future use.
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7. Open the release socket lever and rotate the load plate.



8. Remove the socket cover from the microprocessor socket. The microprocessor



socket might have the socket cover style shown in illustration A or the style shown



in illustration B.



Socket
dust cover



Socket
dust cover



BA



9. Install the microprocessor in the microprocessor installation tool:



a. Remove the static-protective bag, and the foam surrounding the bag, from the



box.



b. Touch the static-protective bag that contains the new microprocessor to any



unpainted metal surface on the outside of the server.



c. Carefully remove the microprocessor from the static-protective bag, touching



only the edges of the microprocessor.
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d. If there is a plastic protective cover on the bottom of the microprocessor,



carefully remove it.



Microprocessor



Protective
cover



e. Put the microprocessor back in the box, component side down on the solid piece



of foam.



f. Locate the microprocessor installation tool that comes with the new



microprocessor.



Note: If you are installing E7 series microprocessors in your server, you must



use the microprocessor installation tool that comes with part number 68Y7266 or



68Y7268.



g. Twist the handle of the installation tool counterclockwise so that it is in the open



position.



h. Using the triangle on the microprocessor to align it with the installation tool, place



the microprocessor on the underside of the tool.



i. Twist the handle of the installation tool clockwise to secure the microprocessor in



the tool.



Note: You can pick up or release the microprocessor by twisting the microprocessor



installation tool handle.
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Handle



Installation
tool



Microprocessor



10. Carefully position the microprocessor with the microprocessor tool over the



microprocessor socket. Twist the microprocessor tool counterclockwise to insert the



microprocessor into the socket.



11. Close the load plate and then rotate the microprocessor-release lever to secure the



microprocessor.



Note: If you have more microprocessors to install, repeat steps 5-11 for each



microprocessor, and then continue with step 12 after you have installed all the



microprocessors that you plan to install.



12. Remove the heat sink from its package and rotate the heat-sink handle to the fully



open position.



13. Remove the cover from the bottom of the heat sink.



14. Position the heat sink above the microprocessor and align the clips of the heat sink



with the tabs next to the microprocessor socket.
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15. Press on the top of the heat sink and rotate the lever to the closed position.



If you have other devices to install or remove, do so now. Otherwise, go to



3.18 Completing the installation.



3.18. Completing the installation



To complete the installation, complete the following steps:



1. If you removed the front bezel, slide the bezel onto the front of the server chassis.



2. If you removed the top-cover bracket, reinstall it. Slide the blue latches into the locked



position.



3. Place the top cover over the top of the server.



4. Slide the top cover forward; then, press down on the cover handle until it clicks into



place.



5. Connect the cables and power cords to the rear of the server. For more information,



see 3.18.1 Connecting the cables.



6. Start the server. Confirm that it starts correctly and recognizes the newly installed



devices, and make sure that no error LEDs are lit.
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3.18.1. Connecting the cables



Notes:



• Be sure to turn off the server before you connect any cables to or disconnect any



cables from the server.



• For additional cabling instructions, see the documentation that comes with the



optional devices. It might be easier for you to route any cables before you install



certain optional devices.



The following illustration shows the locations of the input and output connectors on the



rear of the server.



3.18.2. Updating the server configuration



When you start the server for the first time after you add or remove a device, you might



receive a message that the configuration has changed. The Setup utility starts



automatically so that you can save the new configuration settings. For more information,



see Section 4, Configuring the server.



Some optional devices have device drivers that you must install. For information about



installing device drivers, see the documentation that comes with each device.



If the server has an optional RAID adapter and you have installed or removed a hard disk



drive, see the documentation that comes with the RAID adapter for information about



reconfiguring the disk arrays.



For information about configuring the integrated Gigabit Ethernet controller, see



4.15 Configuring the Broadcom Gigabit Ethernet controller.



Installing optional devices



8207 2968–001 3–55











3.19. Installing hardware devices in the Memory
Expansion Module



The following sections provide detailed instructions for installing optional hardware



devices in the optional Memory Expansion Module.



3.19.1. Memory Expansion Module components



The following illustration shows the major components in the Memory Expansion Module.



The illustrations in this document might differ slightly from your hardware.
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3.19.2. Removing the Memory Expansion Module bezel



To remove the Memory Expansion Module bezel, complete the following steps:



1. Read the safety information in Section 1, Safety, and 3.2 Installation guidelines.



2. Press in on the release tabs on both ends of the bezel and pull it off the chassis.



BezelAlignment
tab



Alignment
tab



Release
tab



Release
tab



3.19.3. Removing the Memory Expansion Module system-board
tray



To remove the memory system-board tray, complete the following steps:



1. Read the safety information in Section 1, Safety, and 3.2 Installation guidelines.



2. Turn off the host server (see Turning off the server) and all attached peripheral devices.



Disconnect all power cords from the Memory Expansion Module; then, disconnect all



external cables from the Memory Expansion Module.



When you handle the scalability cables, take precaution to avoid damaging the high



density interface. Dropping or incorrectly connecting the scalability cables can damage



the high density interface. Store the protective covers that come on the end of the



scalability cables for reuse when you perform maintenance on the server or memory



expansion Module when you remove the cables for any reason.



3. Remove the bezel (see 3.19.2 Removing the Memory Expansion Module bezel).
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4. Grasp the blue release latches on the system-board tray handles and press the release



latches in opposite directions and rotate the handles to the fully open position.



Stop-tab



Release latch



Release latch



Stop-tab



Handle



Handle



5. Grasp the handles and pull the system-board tray out until it stops; then, press in the



blue stop-tabs on both sides of the system-board tray and pull the tray out of the



chassis.



If you have other devices to install or remove, do so now. Otherwise, go to



3.19.6 Completing the Memory Expansion Module installation.



3.19.4. Installing DIMMs in the Memory Expansion Module



The following notes describe the types of DIMMs that the Memory Expansion Module



supports and other information that you must consider when you install DIMMs.



• The Memory Expansion Module supports a maximum of 32 DIMMs (dual-rank or



quad-rank).



Note: To determine the type of a DIMM, see the label on the DIMM. The information



on the label is in the format xxxxx nRxxx PC3L-xxxxx-xx-xx-xxx. The numeral in the



sixth numerical position indicates whether the DIMM is dual-rank (n=2) or quad-rank



(n=4).



• The DIMM options that are available for the Memory Expansion Module are 4 GB, 8



GB, 16 GB, and 32 GB.



• If you install 32 GB DIMMs in the memory expansion module, all of the DIMMs must



be 32 GB capacity DIMMs. You cannot mix 32 GB DIMMs with other capacity DIMMs



in the memory expansion module.



• The memory expansion module supports a minimum of eight DIMMs configured up to



a maximum of thirty-two DIMMs in eight DIMM increments (32GB minimum with



eight 4GB DIMMs and up to 1TB with thirty-two 32GB DIMMs).
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• The ES7000 Model 7600R G3 Memory Expansion Module supports only 1.35V



low-voltage DIMMs. The G3 Memory Expansion Module is not supported connecting



to an ES7000 Model 7600R G2 server as that model requires the higher voltage 1.5V



DIMMs.



• Some memory expansion modules come with the Intel 7500 scalable memory buffer



memory card or the Intel 7510 scalable memory buffer memory card. See the parts



listing table for the memory expansion module in the Problem Determination and



Service Guide for information about the Intel memory buffer memory card that is



supported on the memory expansion module system-board tray. The ES7000 Model



7600R G3 uses the Intel 7510 Scalable Memory Buffer memory card only.



• Double-device data correction support is only available when 16GB x8 or 32GB x8



DRAM technology DIMMs are installed in the memory expansion module and the



memory expansion module is connected to a host server.



• The memory expansion module supports memory sparing through the host server.



Memory sparing reserves memory capacity for failover in the event of a DIMM failure,



and the reserved capacity is subtracted from the total available memory. Memory



sparing provides less redundancy than memory mirroring does. If a predetermined



threshold of correctable errors is reached, the contents of the failing DIMM are copied



to the spare memory, and the failing DIMM or rank is disabled. To enable memory



sparing through the Setup utility, select System Settings, then select Memory.



• When you populate DIMMs in the Memory Expansion Module, populate the larger



capacity DIMMs first; then the smaller capacity DIMMs. See Table 3–6 for non-



mirroring mode DIMM population sequence and Table 3–7 for memory-mirroring



mode DIMM population sequence.



• The Memory Expansion Module provides eight memory ports (memory channels) and



each memory port supports up to four DIMMs. Do not mix DIMMs with x4 technology



(DIMMs with DRAMs that are organized with 4 data lanes) and x8 technology (DIMMs



with DRAMs that are organized with 8 data lanes) in the same memory port.



Table 3–4. Memory ports and DIMM connectors



Memory ports DIMM connectors



1 1, 2, 7, and 8



2 3, 4, 5, and 6



3 9, 10, 15, and 16



4 11, 12, 13, and 14



5 17, 18, 23, and 24



6 19, 20, 21, and 22



7 25, 26, 31, and 32



8 27, 28, 29, and 30
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Table 3–4. Memory ports and DIMM connectors (cont.)



Memory ports DIMM connectors



Note: 4 GB and 8 GB DIMMs are x4 technology DIMMs. 16 GB and 32 GB DIMMs are x8



technology DIMMs.



• Do not mix DIMMs with 1 Gb (gigabit) technology, 2 Gb DRAM technology, or other



gigabit DRAM technologies in banks of eight DIMMs on memory ports that are on the



same memory controller. This is not supported on the Memory Expansion Module.



The following table lists the DIMM connectors for each bank of eight DIMMs that are



on the memory ports within the same memory controller.



Table 3–5. DIMM banks and connectors



Bank of DIMMs DIMM connectors



1st bank of DIMMs 1, 2, 3, 4, 5, 6, 7, and 8



2nd bank of DIMMs 9, 10, 11, 12, 13, 14, 15, and 16



3rd bank of DIMMs 17, 18, 19, 20, 21, 22, 23, and 24



4th bank of DIMMs 25, 26, 27, 28, 29, 30, 31, and 32



• DIMMs must be installed in pairs for non-mirroring mode and in sets of four for



memory-mirroring mode.



• A minimum of two DIMMs must be installed in the Memory Expansion Module for



each microprocessor in the host server.



• The maximum operating speed of the Memory Expansion Module is determined by



the slowest DIMM installed in the Memory Expansion Module.



• The Memory Expansion Module does not come with any DIMMs installed when you



purchase it as a option. When you install DIMMs, install them in the order shown in



the following tables to optimize system performance.



• The memory expansion module supports non-mirroring mode and memory-mirroring



mode through the host server.



- Non-mirroring mode. When you use the non-mirroring mode, install DIMMs



as indicated in the following table:



Table 3–6. Non-mirroring mode DIMM population sequence for the



Memory Expansion Module



Pairs of DIMMs DIMM connector population sequence



Pair 1 28, 29
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Table 3–6. Non-mirroring mode DIMM population sequence for the



Memory Expansion Module (cont.)



Pairs of DIMMs DIMM connector population sequence



Pair 2 9, 16



Pair 3 1, 8



Pair 4 20, 21



Pair 5 26, 31



Pair 6 11, 14



Pair 7 3, 6



Pair 8 18, 23



Pair 9 27, 30



Pair 10 10, 15



Pair 11 2, 7



Pair 12 19, 22



Pair 13 25, 32



Pair 14 12, 13



Pair 15 4, 5



Pair 16 17, 24



Note: When you populate DIMMs in the Memory Expansion Module, populate



the larger capacity DIMMs first; then the smaller capacity DIMMs.



- Memory-mirroring mode. When you use the mirroring mode feature,



consider the following information:



o Memory-mirroring mode replicates and stores data on sets of DIMMs



simultaneously. If a failure occurs, the memory controller switches from the



primary set of DIMMs to the backup set of DIMMs. To enable memory



mirroring through the Setup utility, select System Settings → Memory. For



more information, see 4.1 Using the Setup utility.



o DIMMs must be installed in sets of four. The DIMMs in each set must be the



same size and type. This is applicable also when the Memory Expansion



Module is attached to a host server and the host server has an optional



memory tray installed in the server. You must install DIMMs in sets of four



DIMMs for memory-mirroring mode in each (server, memory tray, and the



Memory Expansion Module).



o The maximum available memory is reduced to half of the installed memory



when memory mirroring is enabled. For example, if the Memory Expansion



Module has 64 GB of memory installed, only 32 GB of addressable memory is



available when you use memory mirroring.



Installing optional devices



8207 2968–001 3–61











o The following table lists the DIMM installation sequence for memory-



mirroring mode.



Table 3–7. Memory-mirroring mode DIMM population sequence for the



Memory Expansion Module



Sets of 4 DIMMs DIMM connector population sequence



Set 1 9, 16, 28, 29



Set 2 1, 8, 20, 21



Set 3 11, 14, 26, 31



Set 4 3, 6, 18, 23



Set 5 10, 15, 27, 30



Set 6 2, 7, 19, 22



Set 7 12, 13, 25, 32



Set 8 4, 5, 17, 24



Note: When you populate DIMMs in the Memory Expansion Module,



populate the larger capacity DIMMs first; then the smaller capacity DIMMs.



The following illustration shows the locations of the DIMM connectors on the system-



board tray.
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To install a DIMM (memory module) in the Memory Expansion Module, complete the



following steps.



Note: The Memory Expansion Module might come with DIMM fillers on DIMM



connectors that are not populated. Remove them before you install DIMMs in those



connectors.



1. Read the safety information in Section 1, Safety, and 3.2 Installation guidelines.



2. Turn off the host server (see Turning off the server) and all attached peripheral devices.



Disconnect all power cords; then, disconnect all external cables from the server.



Disconnect all power cords; then, disconnect all external cables from the memory



expansion module.



When you handle the scalability cables, take precaution to avoid damaging the high



density interface. Dropping or incorrectly connecting the scalability cables can damage



the high density interface. Store the protective covers that come on the end of the



scalability cables for reuse when you perform maintenance on the server or memory



expansion Module when you remove the cables for any reason.
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3. Remove the bezel (see 3.19.2 Removing the Memory Expansion Module bezel).



4. Remove the system-board tray (see 3.19.3 Removing the Memory Expansion Module



system-board tray).



5. Remove any DIMM fillers from the DIMM connectors that you want to populate.



6. Touch the static-protective package that contains the new DIMM to any unpainted



metal surface on the outside of the Memory Expansion Module; then, remove the



DIMM from the package.



7. Carefully open both retaining clips on each end of the DIMM connector.



Attention: To avoid breaking the retaining clips or damaging the DIMM connectors,



open and close the clips gently.



8. Turn the DIMM so that the DIMM keys align correctly with the connector.



9. Insert the DIMM into the connector by aligning the edges of the DIMM with the slots



at the ends of the DIMM connector.



10. Firmly press the DIMM straight down into the connector by applying pressure on



both ends of the DIMM simultaneously. The retaining clips snap into the locked



position when the DIMM is firmly seated in the connector.



Note: If there is a gap between the DIMM and the retaining clips, the DIMM has not



been correctly inserted; open the retaining clips, remove the DIMM, and then reinsert



it.



11. Replace the system-board tray (see Replacing the Memory Expansion Module



system-board tray). Grasp the system-board tray on both sides (near the stop-tabs)



and align the system-board tray with the chassis.



12. Slide the system-board tray forward until the tabs on the bottom of the handles touch



the chassis; then, close the handles and press firmly on the release latches to snap



them into the locked position.



If you have other devices to install or remove, do so now. Otherwise, go to
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3.18 Completing the installation.



3.19.5. Installing the Memory Expansion Module hot-swap
power supply



The following notes describe the type of power supply that the Memory Expansion



Module supports and other information that you must consider when you install a power



supply:



• The Memory Expansion Module comes standard with two 675-watt power supplies.



The input voltage is 110 V AC or 220 V AC auto-sensing. Two power supplies must be



installed for redundancy support.



Note: You cannot mix 110 V AC and 220 V AC power supplies in the Memory



Expansion Module, it is not supported.



• These power supplies are designed for parallel operation. In the event of a power-



supply failure, the redundant power supply continues to power the server. The



Memory Expansion Module supports a maximum of two power supplies.



Statement 5:



CAUTION:



The power control button on the device and the power switch on the power



supply do not turn off the electrical current supplied to the device. The



device also might have more than one power cord. To remove all electrical



current from the device, ensure that all power cords are disconnected from



the power source.



1



2



Statement 8:
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CAUTION:



Never remove the cover on a power supply or any part that has the



following label attached.



Hazardous voltage, current, and energy levels are present inside any



component that has this label attached. There are no serviceable parts



inside these components. If you suspect a problem with one of these parts,



contact a service technician.



To install a hot-swap power supply in the Memory Expansion Module, complete the



following steps:



1. Read the safety information in Section 1, Safety, and 3.2 Installation guidelines.



2. If the server is in a rack, at the back of the server, pull back the cable-management arm



to gain access to the rear of the server and the power supply.



3. If you are installing a hot-swap power supply into an empty bay, remove the power-



supply filler panel from the power-supply bay.



4. Touch the static-protective package that contains the hot-swap power supply to any



unpainted metal surface on the server; then, remove the power supply from the



package and place it on a static-protective surface.
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5. Grasp the handle on the rear of the power supply and slide the power supply forward



into the power-supply bay until it clicks. Make sure that the power supply connects



firmly into the power-supply connector.



6. Route the power cord through the power cord retention clip so that it does not



accidentally become disconnected.



7. Connect the power cord for the new power supply to the power-cord connector on



the power supply.



8. Connect the other end of the power cord to a properly grounded electrical outlet.



9. Make sure that the AC power LED and the dc power LED on the power supply are



lit, indicating that the power supply is operating correctly. The two green LEDs are to



the right of the power-cord connector.



If you have other devices to install or remove, do so now. Otherwise, go to



3.19.6 Completing the Memory Expansion Module installation.



3.19.6. Completing the Memory Expansion Module installation



To complete the Memory Expansion Module installation, complete the following steps:



1. Reinstall the system-board tray (see Replacing the Memory Expansion Module



system-board tray).



2. Reinstall the Memory Expansion Module bezel (see Replacing the Memory Expansion



Module bezel).



3. Reconnect the cables and power cords (see Connecting the Memory Expansion



Module cables).



4. Slide the Memory Expansion Module and the server back into the rack, if necessary.



5. Turn on the peripheral devices and the host server.
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Replacing the Memory Expansion Module system-board tray



To replace the system-board tray, complete the following step:



1. Read the safety information in Section 1, Safety, and 3.2 Installation guidelines.



2. Grasp the system-board tray on both sides (near the stop-tabs) and align the system-



board tray with the chassis.



Stop-tab



Release latch



Release latch



Stop-tab



Handle



Handle



3. Slide the system-board tray forward until the tabs at the bottom of the handles touch



the chassis; then, close the handles and press firmly on the release latches to snap



them into the locked position.



4. Replace the bezel (see 3.19.2 Removing the Memory Expansion Module bezel).



Replacing the Memory Expansion Module bezel



To replace the Memory Expansion Module bezel, complete the following steps:



1. Read the safety information in Section 1, Safety, and 3.2 Installation guidelines.



2. Align the bezel alignment tabs with the chassis and press the bezel onto the chassis



until it snaps into place.
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BezelAlignment
tab



Alignment
tab



Release
tab



Release
tab



Connecting the Memory Expansion Module cables



To cable the Memory Expansion Module to the host server, see the QPI cable option



documentation and the Scalable Memory Expansion (SME) cable option documentation.



Be sure to turn off the host server before you connect any cables to or disconnect any



cables from the Memory Expansion Module.



The following illustration shows the locations of the connectors on the rear of the Memory



Expansion Module.



Power-on
LED
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System
error
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Power supply
fault (error) LED
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port 1
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SME
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SME
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SME
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port 3
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Updating the Memory Expansion Module configuration



No configuration updates are required to be made directly to the Memory Expansion



Module. When the host server configuration is updated, the updates are automatically



applied to the Memory Expansion Module through the host server IMM.
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Section 4
Configuring the server



The following configuration programs come with the server:



• Setup utility



The Setup utility is part of the server firmware. Use it to perform configuration tasks



such as changing the startup-device sequence, setting the date and time, setting the



IP address for the integrated management module (IMM), and setting passwords. For



information about using this program, see 4.1 Using the Setup utility.



• Configuring the memory expansion module



The Memory Expansion Module is automatically included in the server Setup Utility



when it is connected to it with the QPI cables.



• Boot Selection Menu program



The Boot Selection Menu program is part of the server firmware. Use it to override the



startup sequence that is set in the Setup utility and temporarily assign a device to be



first in the startup sequence. For more information about using this program, see



4.2 Using the Boot Selection Menu program.



• Integrated management module



Use the integrated management module (IMM) for configuration, to update the



firmware and sensor data record/field replaceable unit (SDR/FRU) data, and to



remotely manage a network. The IMM GUI is accessible by browsing to it’s IP address



with an internet browser window. For information about using the IMM, see



4.10 Using the Integrated Management Module and the Integrated Management



Module User’s Guide.



• Remote presence and blue-screen capture features



The remote presence feature provides the following functions:



- Remotely viewing video with graphics resolutions up to 1280 x 1024 at 75 Hz,



regardless of the system state



- Remotely accessing the server, using the keyboard and mouse from a remote



client



- Mapping the CD or DVD drive, diskette drive, and USB flash drive on a remote



client, and mapping ISO and diskette image files as virtual drives that are available



for use by the server or can be booted from if media is bootable.



- Uploading a diskette image to the IMM memory and mapping it to the server as a



virtual drive
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The blue-screen capture feature captures the video display contents before the IMM



restarts the server when the IMM detects an operating-system hang condition. A



system administrator can use the blue-screen capture feature to assist in determining



the cause of the hang condition.



For more information, see 4.13 Using the remote presence and blue-screen capture



features.



• Ethernet controller configuration



For information about configuring the Ethernet controller, see 4.15 Configuring the



Broadcom Gigabit Ethernet controller.



• Advanced Settings Utility (ASU) program



Use this program as an alternative to the Setup utility for modifying UEFI settings and



IMM settings. Use the ASU program online or out of band to modify UEFI settings



from the command line without the need to restart the server to run the Setup utility.



For information about using this program, see 4.17 Advanced Settings Utility program.



4.1. Using the Setup utility



Use the Setup utility, to perform the following tasks:



• View configuration information



• View and change assignments for devices and I/O ports



• Set the date and time



• Set and change passwords



• Set the startup characteristics of the server and the order of startup devices



• Set and change settings for advanced hardware features



• View, set, and change settings for power-management features



• View and modify network configuration for integrated management server (IMM)



• Enter the BIOS menus of disk controllers in the system



• View and clear error logs



• Resolve configuration conflicts



4.1.1. Starting the Setup utility



To start the Setup utility, complete the following steps:



1. Turn on the server.



Note: The power-control button becomes active about 2 minutes after the server is



connected to AC power.



2. When the prompt <F1> Setup is displayed, press F1. If you have set an administrator



password, you must type the administrator password to access the full Setup utility



menu. If you do not type the administrator password, a limited Setup utility menu is



available.
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3. Select the settings to view or change.



4.1.2. Setup utility menu choices



The following choices are on the Setup utility main menu. Depending on the version of the



server firmware, some menu choices might differ slightly from these descriptions.



• System Information



Select this choice to view information about the server. When you make changes



through other choices in the Setup utility, some of those changes are reflected in the



system information; you cannot change settings directly in the system information.



This choice is on the full Setup utility menu only.



- System Summary



Select this choice to view configuration information, including the ID, speed, and



cache size of the microprocessors; machine type and model of the server; the



serial number; the system UUID; and the amount of installed memory. When you



make configuration changes through other choices in the Setup utility, the



changes are reflected in the system summary; you cannot change settings



directly in the system summary.



- Product Data



Select this choice to view the system-board identifier and the revision level or



issue date of the server firmware, integrated management module, and



diagnostics code.



• System Settings



Select this choice to view or change the server component settings. This choice is on



the full Setup utility menu only.



- Adapters and UEFI Drivers



Select this choice to view information about the adapters and device drivers in the



server that are compliant with EFI 1.10 and UEFI 2.0.



- Processors



Select this choice to view or change the processor settings.



- Memory



Select this choice to view or change the memory settings. To configure memory



mirroring, select System Settings → Memory → Memory Mirroring



Mode → Mirrored.



- Devices and I/O Ports



Select this choice to view or change assignments for devices and input/output



(I/O) ports. You can configure the serial ports; configure remote console



redirection; enable or disable integrated Ethernet controllers, the SAS/SATA



controller, SATA optical drive channels, and PCI slots; and view the system



Ethernet MAC addresses. If you disable a device, it cannot be configured, and the



operating system will not be able to detect it (this is equivalent to disconnecting



the device).
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- Power



Select this choice to view or change power settings.



o Power Restore Policy



Select this choice to determine the mode of operation to which the server will



be restored after a power outage occurs. You can select Always on,



Always off, or Restore to restore the server the state it was in at the time



of the power outage.



- Operating Modes



Select this choice to select the memory speed or to specify a preset operating



mode to configure the server for maximum power savings, maximum efficiency,



or maximum performance.



o Efficiency mode



Select this choice to maintain the optimal balance between performance and



power consumption. The server generally produces the best performance per



watt while it is in this mode.



o Acoustic mode



Select this choice to configure the server to draw the minimum amount of



power and generate the least noise. Server performance might be degraded



depending on the application that you are running.



o Performance mode



Select this choice to achieve the highest absolute performance for most



server applications. The power consumption in this mode is often higher than



in the Efficiency or the Acoustics mode.



o Custom mode



Select this choice only if you understand the functions of the low-level IMM



settings. This is the only choice that enables you to change the low-level IMM



settings that affect the performance and power consumption of the server.



- Integrated Management Module



Select this choice to view or change the settings for the integrated management



module.



o POST Watchdog Timer



Select this choice to view or enable the POST watchdog timer.



o POST Watchdog Timer Value



Select this choice to view or set the POST loader watchdog timer value.



o Reboot System on NMI



Enable or disable restarting the server whenever a nonmaskable interrupt



(NMI) occurs. Disabled is the default.



o Commands on USB Interface Preference



Enable or disable the Ethernet over USB interface on IMM.
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o Network Configuration



Select this choice to view and select the system management network



interface port, the IMM MAC address, the current IMM IP address, and host



name; define the static IMM IP address, subnet mask, and gateway address;



specify whether to use the static IP address or have DHCP assign the IMM IP



address; save the network changes; and reset the IMM.



o Reset IMM to Defaults



Select this choice to view or reset the IMM to the default settings.



o Reset IMM



Select this choice to reset the IMM settings.



- Legacy Support



Select this choice to view or set legacy support.



o Force Legacy Video on Boot



Select this choice to force INT video support, if the operating system does not



support UEFI video output standards.



o Rehook INT



Select this choice to enable or disable devices from taking control of the boot



process. The default is Disable.



o Legacy Thunk Support



Select this choice to enable or disable UEFI to interact with PCI mass storage



devices that are not UEFI compliant.



o Network



Select this choice to view or configure optional network devices, such as



iSCSI, PXE, and network devices. There might be additional configuration



choices for optional network devices that are compliant with UEFI 2.1 and



later.



• Date and Time



Select this choice to set the date and time in the server, in 24-hour format



(hour:minute:second).



This choice is on the full Setup utility menu only.



• Start Options



Select this choice to view or change the start options, including the startup sequence,



keyboard NumLock state, PXE boot option, and PCI device boot priority. Changes in



the startup options take effect when you restart the server.



The startup sequence specifies the order in which the server checks devices to find a



boot record. The server starts from the first boot record that it finds. If the server has



Wake on LAN™ hardware and software and the operating system supports Wake on



LAN™ functions, you can specify a startup sequence for the Wake on LAN™



functions. For example, you can define a startup sequence that checks for a disc in the



CD-RW/DVD drive, then checks the hard disk drive, and then checks a network



adapter.
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This choice is on the full Setup utility menu only.



• Boot Manager



Select this choice to view, add, or change the device boot priority, boot from a file,



select a one-time boot, or reset the boot order to the default setting.



• System Event Logs



Select this choice to access the System Event Manager, where you can view the



POST event log and the system-event log.



The POST event log contains the three most recent error codes and messages that



were generated during POST.



The system-event log contains POST and system management interrupt (SMI) events



and all events that are generated by the baseboard management controller that is



embedded in the integrated management module.



Important: If the system-error LED on the front of the server is lit but there are no



other error indications, clear the system-event log. Also, after you complete a repair or



correct an error, clear the system-event log to turn off the system-error LED on the



front of the server.



- POST Event Viewer



Select this choice to access the POST event viewer to view the POST event log.



- System Event Log



Select this choice to view the system-event log.



- Clear System Event Log



Select this choice to clear the system-event log.



• User Security



Select this choice to set, change, or clear passwords. For information about



passwords, see 4.1.3 Passwords.



This choice is on the full and limited Setup utility menu.



- Set Power-on Password



Select this choice to set or change a power-on password. For more information,



see Power-on password.



- Clear Power-on Password



Select this choice to clear a power-on password.



- Set Administrator Password



Select this choice to set or change an administrator password. An administrator



password is intended to be used by a system administrator; it limits access to the



full Setup utility menu. If an administrator password is set, the full Setup utility



menu is available only if you type the administrator password at the password



prompt. For more information, see Administrator password.



- Clear Administrator Password



Select this choice to clear an administrator password.



Configuring the server



4–6 8207 2968–001











• Save Settings



Select this choice to save the changes that you have made in the settings.



• Restore Settings



Select this choice to cancel the changes that you have made in the settings and



restore the previous settings.



• Load Default Settings



Select this choice to cancel the changes that you have made in the settings and



restore the factory settings.



• Exit Setup



Select this choice to exit from the Setup utility. If you have not saved the changes that



you have made in the settings, you are asked whether you want to save the changes



or exit without saving them.



4.1.3. Passwords



From the User Security menu choice, you can set, change, and delete a power-on



password and an administrator password. The User Security choice is on the full Setup



utility menu only.



If you set only a power-on password, you must type the power-on password to complete



the system startup and to have access to the full Setup utility menu.



An administrator password is intended to be used by a system administrator; it limits



access to the full Setup utility menu. If you set only an administrator password, you do not



have to type a password to complete the system startup, but you must type the



administrator password to access the Setup utility menu.



If you set a power-on password for a user and an administrator password for a system



administrator, you can type either password to complete the system startup. A system



administrator who types the administrator password has access to the full Setup utility



menu; the system administrator can give the user authority to set, change, and delete the



power-on password. A user who types the power-on password has access to only the



limited Setup utility menu; the user can set, change, and delete the power-on password, if



the system administrator has given the user that authority.



Power-on password



If a power-on password is set, when you turn on the server, you must type the power-on



password to complete the system startup. You can use any combination of 6 - 20 printable



ASCII characters for the password.



If a power-on password is set, you can enable the Unattended Start mode, in which the



keyboard and mouse remain locked but the operating system can start. You can unlock the



keyboard and mouse by typing the power-on password.
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If you forget the power-on password, you can regain access to the server in any of the



following ways:



• If an administrator password is set, type the administrator password at the password



prompt. Start the Setup utility and reset the power-on password.



• Remove the battery from the server and then reinstall it. For instructions for removing



the battery, see the Problem Determination and Service Guide.



Attention: Before you change any switch settings or move any jumpers, turn off the



server; then, disconnect all power cords and external cables. See the safety



information in Section 1, Safety. Do not change settings or move jumpers on any



system-board switch or jumper blocks that are not shown in this document.



• Change the position of the power-on password override jumper to bypass the



power-on password check (see 3.1.8 I/O-board jumpers for more information). The



default for the Password override jumper (J29) is 1 and 2. While the server is turned



off, move the jumper to another position (for example, pins 2 and 3) to enable the



power-on password override. You can then start the Setup utility and reset or clear the



power-on password. You do not have to return the jumper to the previous position.



The power-on password override jumper does not affect the administrator password.



Attention: Before you move any jumpers, turn off the server; then, disconnect all



power cords and external cables. See the safety information in Section 1, Safety. Do



not change settings or move jumpers on any system-board switch or jumper blocks



that are not shown in this document.



Administrator password



If an administrator password is set, you must type the administrator password for access



to the full Setup utility menu. You can use any combination of 6 - 20 printable ASCII



characters for the password.



Attention: If you set an administrator password and then forget it, there is no way to



change, override, or remove it. You must replace the I/O board.



4.2. Using the Boot Selection Menu program



The Boot Selection Menu is used to temporarily redefine the first startup device without



changing boot options or settings in the Setup utility.



To use the Boot Selection Menu program, complete the following steps:



1. Turn off the server.



2. Restart the server.



3. When the prompt



<F12> Select Boot Device



is displayed, press F12. If a bootable USB mass storage device is installed, a



submenu item (USB Key/Disk) is displayed.
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4. Use the Up Arrow and Down Arrow keys to select an item from the menu and press



Enter.



The next time the server starts, it returns to the startup sequence that is set in the Setup



utility.



4.3. Starting the backup UEFI firmware



The system board contains a backup copy area for the UEFI firmware. This is a secondary



copy of the UEFI firmware that you update only during the process of updating the UEFI



firmware. If the primary copy of the UEFI firmware becomes damaged, use this backup



copy.



To force the server to start from the backup copy of the UEFI firmware, turn off the server;



then, move the UEFI boot recovery J22 jumper to the backup position (pins 2 and 3).



Use the backup copy of the UEFI firmware until the primary copy is restored. After the



primary copy is restored, turn off the server; then, move the UEFI boot recovery J22



jumper back to the primary position (pins 1 and 2).



4.4. Installing Windows Server 2008



Notes:



• The following procedure assumes a functional server with a boot disk or RAID disk



already configured.



• You can use either a direct-connect keyboard/video/mouse or a remote desktop.



• The following procedure applies to both Windows Server 2008 and Windows Server



2008 R2. Any step that applies to Windows Server 2008 only is preceded with “For



Windows Server 2008 only.” Otherwise, references to “Windows Server 2008” apply



to both operating systems.



To install Windows Server 2008, complete the following steps:



1. Insert the Windows Server 2008 DVD into the DVD drive.



2. Turn on the server.



3. When you are prompted with the message ″Press any key to boot from cd or dvd″,
press any key to start the server from the Windows Server 2008 Setup DVD. The files



are copied from the setup DVD. This process takes a few minutes.



4. In the Windows Server 2008 window, make the following selections:



• From the Language to install list, select English (or other language



preference).



• From the Time and currency format list, select English (United States)



(or other time & currency preference).



• From the Keyboard or input method list, select US (or other preference).



5. Click Next.
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6. Click Install Now.



7. If prompted, use the product key supplied with Windows Server 2008 to activate your



installation.



8. Select the version of Windows Server 2008 you would like to install.



9. If prompted, click I have selected the edition of Windows that I have



purchased



10. Click Next.



11. Scroll down and read the license agreement.



12. Select I accept the license terms and click Next.



13. Select Custom (advanced). For Windows Server 2008 only, you receive a message



that no controller or driver was found.



14. For Windows Server 2008 only, click Load Driver.



15. For Windows Server 2008 only, install a thumb-drive containing the driver for your



RAID controller or map a floppy-disk image if you are using the Remote Control



window.



16. For Windows Server 2008 only, click OK or Browse. Select the correct driver. This



could be ServeRAID M5015 SAS/SATA Controller, an M1015 controller, or an SSD



controller depending on which controller is installed.



17. When Windows Server 2008 Setup displays all hard disk storage that is available on



the server, select one of the following options to choose or create a drive partition in



which to install Windows Server 2008:



• Allow Setup to create a partition: To partition the entire hard disk as one



primary partition, highlight Disk0 unallocated space for the hard disk drive on



which you want to install Windows Server 2008, and click Next.



• Create a partition: To create a partition, highlight Disk0 unallocated space



for the hard disk drive on which you want to install Windows Server 2008, and



click Drive options; then, click New. You are prompted to indicate how much



available space to allocate from the non-partitioned drive. Type the amount of



space (in MB), and click Apply; then, click Next.



• Delete a partition: Use this option to delete a previous partition prior to



creating a partition using either method above.



18. Setup formats the selected partition and copies the applicable files to the drive



partition. This process takes several minutes. When the installation is complete, the



server restarts automatically.



19. After Windows Server 2008 restarts, you are prompted to change the administrator



password before you can log on. After you log on as the administrator, a configuration



wizard window starts. Use the wizard for naming and basic networking setup.



20. Use the Microsoft Server 2008 Roles and Features functions to set up the server for



your specific needs.



21. Use the product key supplied with Windows Server 2008 R2 to activate your



installation.
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4.4.1. Adapter Firmware and Driver Installation



Overview



Immediately after the installation of the Windows operating system, load the various



drivers to either fully use the adapters that are installed in the system or to provide



improved stability from newer drivers than those available on the installation media.



In addition, the various adapters and other hardware may require later levels of firmware to



use the features and functions of the drivers.



Locating Driver and Firmware Software



Various packages are available on the Unisys Product Support web site that contain the



new adapter drivers and firmware.



To download one of the packages



1. With a browser, navigate to www.support.unisys.com and sign in.



2. On the Product Support Home page, select ES7000 Model 7600R G2 and G3.



The ES7000 Model 7600R G2 and G3 Support Site appears.



3. In the left navigation links, click Drivers and Downloads. The ES7000 Model



7600R G2 and G3 Drivers and Downloads page appears.



4. On the Drivers and Download page, either



• On the Hardware tab, select a specific adapter to obtain only its drivers and



firmware.



• On the Media tab, select a package of files that contains all available drivers and



firmware for all possible adapters and other hardware that may be included in the



system.



Note: The Unisys Product Support web site is constantly being updated. Driver and



firmware files are subject to change at any time.



Installing driver and firmware for a specific adapter



1. The Hardware tab of the Drivers and Downloads page lists all driver and download



choice. Click the item that you want to download. A Web page listing all available



release levels for that adapter appears.



2. Click the latest release level in the Level/Downloads column. A Web page for the



release level appears.



3. Click Downloadable Files under the Download Information section.



4. A dialog box appears asking if you want to run or save the file.



5. Save the file to the desired location for later use in updating your system.



6. Review any comments about installation of the later version or any read-me files that



are available.



Configuring the server



8207 2968–001 4–11





www.support.unisys.com








Installing driver and firmware for all available adapters



Drivers and firmware for all possible adapters are included in a single self-extracting EXE



file. To start the installation process, execute the Unisys_pack_vx.x (where x.x is a version



number) which extracts all of the files to the c:\temp\Unisys_pack_vx.x directory by



default. Within the default folder, locate an install.bat file. Execute this file to start the



installation process. You will be prompted to verify and start the individual driver



installation.



Note: It may not be necessary to reboot the server immediately after the installation of



an individual driver. However, if other drivers are being installed, restart the server once



the installation of all drivers is complete.



The installation sequence of drivers and firmware in the install.bat file is as follows:



ES7/7600R G3 ServeRAID M5015 SAS/SATA Controller - IUX7621021-IDC (pn 46M0829)
lsi_fw_sraidmr_~~~~
lsi_dd_sraidmr_~~~~



Broadcom Internal NIC adapter
brcm_dd_~~~~
brcm_fw_~~~~



Matrox video
matrox_dd_~~~~



Intel PCI Chipset
intel_dd_inteldp_~~~~



Internal hard Drive
disk_fw_hdd_sas-~~~~



ES7/7600R G3 Emulex 10GbE Dual-port SFP+ Server Adapter - IUX7620091-PCE (pn 49Y4250)
requires Emulex OneConnect driver/firmware loaded first.
elx_fw_nic_cna-~~~~
elx_dd_nic_~~~~



ES7/7600R G3 ServeRAID M1015 SAS/SATA Controller - IUX7621031-IDC (pn 46M0831)
lsi_dd_sraidmr_~~~~
lsi_fw_sraidmr_~~~~



ES7/7600R G3 Intel PRO/1000 PT Dual Port NIC / Quad Port NIC / PF NIC -
IUX76200x1-PCE (x=1,2,3)



intc_dd_nic_~~~~
ES7/7600R G3 QLogic 10Gb CNA - IUX7620041-PCE (pn 42C1800)



qlgc_dd_fc_qlfcoe-~~~~
Megaraid Storage Manager



lsi_msm_~~~~



~~~~ represents revision information associated with the driver or firmware.



4.5. Installing Red Hat Enterprise Linux 5.6 or 5.7 on
a server



This section provides instructions for installing the Red Hat Enterprise Linux 5.6 or 5.7



(RHEL 5.6 or 5.7) operating system using the RHEL 5.6 or 5.7 media. Use these



instructions to perform a complete, basic installation of the operating system on the



server.
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Preinstallation Notes:



• This installation procedure is complex. Familiarity with Linux installations is



recommended. For optimal results, follow the directions in this text carefully.



• For custom installations and questions, see the Red Hat Enterprise Documentation



Web site at http://www.redhat.com/docs/. This site provides online versions of



numerous Red Hat manuals. Select Red Hat Linux from the list and click Go to



access manuals specifically for Red Hat Linux.



• Before you begin the installation, make sure that you have up-to-date backups of all



data currently on your system. Some of the options available during the installation



process overwrite all the information on the hard disk, including user data.



4.5.1. Installation procedure



Complete the following procedure to install the operating system:



1. Insert the Red Hat Enterprise LINUX 5.6 or Red Hat Enterprise LINUX 5.7 CD-ROM 1



or DVD in the CD/DVD drive of the server before starting the server.



2. On the RED HAT ENTERPRISE LINUX 5 screen, press Enter to perform the



installation in graphical mode.



3. Perform one of the following steps on the Welcome to Red Hat Enterprise



Linux Server screen.



• If you want to test the media, press the spacebar.



• If you do not want to test the media, press Tab to select Skip, and then press the



spacebar.



4. On the RED HAT ENTERPRISE LINUX 5 screen, click Next.



5. Select the language to be used for the installation, and then click Next.



6. Select the appropriate keyboard for the system, and then click Next.



The Installation Number dialog box appears.



7. Select Installation Number, type your installation number, and then click OK.



The system is checked for previously installed versions of the Red Hat Linux operating



system.



8. If one or more versions are found, select Install Red Hat Enterprise Linux



Server, and click Next. If you do not see the versions listed, skip this step.



9. Partition your disks by performing the following steps:



a. Select the action that the automatic partitioning process should take regarding



existing partitions. Unisys recommends that you select Remove all partitions



on selected drives and create default layout.



b. Select the drives to be used for this installation.



c. Select whether you want to review and modify the partitions that are created by



the automatic partitioning process, and then click Next.



d. If you chose to remove Linux partitions or all partitions in step a, a warning



message appears. Click Yes.
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e. If you selected Review and modify partitioning layout in step c, review or



modify the partition configuration, and then click Next.



10. Optionally, select Use a boot loader password, type and confirm a boot loader



password of your choice, and then click OK.



11. Click Next.



12. Set up the appropriate networking configuration values, and click Next.



13. Select the appropriate time zone. Click System clock uses UTC if appropriate, and



then click Next.



14. Type and confirm a root password of your choice for the system, and then click Next.



15. Select the additional tasks you want your system to support. You must select



Software Development and Customize now. Then click Next.



16. Click Base System → Base → Optional packages, and then scroll down. Select



the kexec-tools check box, and click Close.



17. Add the other packages as appropriate for your environment.



18. Click Next.



Red Hat now checks for dependencies.



19. Click Next to begin the installation.



20. Perform one of the following:



• If you are using DVD media, wait until a screen appears indicating that the



installation is complete, and then click Reboot. The server stops and then



restarts.



Remove the ejected DVD from the CD/DVD drive.



• If you are using CD-ROM media, click Continue on the Required Install



Media dialog box. The installation begins.



You are directed to change CD-ROMs several times.



After a message appears that the installation is complete, click Reboot. The



server stops and then restarts.



Remove the ejected CD-ROM from the CD/DVD drive.



21. Select Forward on the Welcome screen.



22. Read the agreement, select Yes, I agree to the License Agreement, and then



click Forward.



23. Select the appropriate firewall configuration values:



• If you select Enabled, it is recommended that you select the SSH check box to



enable the remote log-on process through the Secure Shell (SSH) protocol. This



action allows remote terminal connections using the SSH protocol.



• If you select Disabled, a warning message appears. Click Yes.



24. Click Forward.



25. Select the desired value from the SELinux Setting list:
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Setting the SELinux Setting value to Disabled causes a warning message to display,



indicating that the system needs to be rebooted after the installation completes.



Answer Yes to the warning message to continue with the SELinux Setting value set



to Disabled, or answer No and change the SELinux Setting value.



26. Click Forward.



27. Click Forward on the Kdump screen.



28. Verify or modify the date and time, and then click Forward.



29. Perform one of the following steps:



• If you want to register at this time, select Yes, I’d like to register now, and



then click Forward.



Complete the remaining steps to register the product.



• If you want to register at a later time, select No, I prefer to register at a later



time, and click Forward. Then click No thanks, I’ll connect later.



30. Click Forward on the Finish Updates Setup screen.



31. If desired, type the appropriate information to create a new user account, and then



click Forward.



32. Click Forward on the Sound Card screen.



33. On the Additional CDs screen, click Finish.



34. If a reboot dialog box appears, click OK.



The initial installation is now complete and the system reboots. However, some



additional configuration is necessary after the reboot.



4.5.2. Configuring Red Hat Linux kernel crash dumps



Before configuring crash dumps, determine a location in which the vmcore file (dump file)



can be placed. This location can be another server, a RAWdevice, or a local file system that



is approximately the size of the physical memory of the system.



Log in as root, and do the following:



1. Verify the kexec-tools package is installed by entering the following command:



rpm -q kexec-tools



2. If the kexec-tools package is not installed, install it on the server.



3. Read through the kdump configuration file, and set the site-appropriate values for



various parameters.



4. Save the file, and then exit.



5. Run the Kernel Dump Configuration utility by entering the following command:



system-config-kdump
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6. Once the utility is started, perform the following steps:



a. Select Enable kdump.



b. Configure the Location and Path boxes for the vmcore file.



c. Click OK.



d. Click OK on the Warning box.



e. Click OK in response to the system reboot message.



7. Reboot the system.



4.5.3. Creating a Xen virtual machine on the server



The following procedure provides instructions on creating a Xen virtual machine on the



server for Red Hat Enterprise Linux 5.6 or 5.7.



Perform the following to create a Xen virtual machine on the server:



1. Log on with a user ID that has root privileges.



2. On the desktop, select Applications → System Tools → Virtual Machine



Manager.



3. On the Virtual Machine Manager window, click the local host name and then click



New.



4. Follow the displayed Red Hat steps to create the virtual machine.



5. Ensure that the installation settings for the virtual machine—including the virtual



machine name, virtualization method, and memory—are correct.



6. Install the operating system of your choice on the virtual machine.



4.5.4. Updating device drivers and PCI card firmware



To ensure that the latest device drivers and PCI card firmware are installed on the server,



complete the following:



1. Access the Unisys Product Support Web site at www.support.unisys.com and



perform the following:



a. Log in using your user name and password, or click register through the



Support Services e-Service Portal to register.



b. On the Product Support Home page, under Midrange Servers, select ES7000



Model 7600R G2 and G3 from the 32-bit & 64-bit x86 Architecture list,



under the ES7000 Servers heading.



2. Download the ES7000 Model 7600R G3 Linux drivers by completing the following:



a. On the ES7000 Model 7600R G2 and G3 Support Site page, click Drivers and



Downloads.



b. Under the Media tab, locate the CMP category, and click Linux Drivers and



Firmware.
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c. Download the Linux operating system drivers file, which is named unisys-driver-



updates-G2G3-vn.n-n.tgz.



Where vn.n-n is the version number.



d. Save the drivers file to your server.



3. Download the PCI card firmware by doing the following:



a. On the ES7000 Model 7600R G2 and G3 Support Site page, click Drivers and



Downloads.



b. Under the Media tab, locate the CMP category, and click Linux Drivers and



Firmware.



c. Download the PCI card firmware file, which is named unisys-firmware-updates-



G2G3-vn.n-n.tgz.



Where vn.n-n is the version number.



d. Save the firmware file to your server.



4. Open a terminal window and log on as root.



5. Change the current directory to the directory where you saved the drivers file.



6. Unzip the compressed file by entering the following command:



tar -xzf unisys-driver-updates-G2G3-vn.n-n.tgz



Where vn.n-n is the version number.



7. Change the directory to the unisys-driver-updates directory.



8. Access the README file in this directory.



9. Perform all of the steps in the README file to update the drivers.



10. After you install the drivers, change the current directory to the directory where you



saved the firmware file.



11. Unzip the compressed file by entering the following command:



tar -xzf unisys-firmware-updates-G2G3-vn.n-n.tgz



Where vn.n-n is the version number.



12. Change the directory to the unisys-firmware-updates directory.



13. Access the README file in this directory.



14. Perform all of the steps in the README file to update the firmware.



4.6. Installing Red Hat Enterprise Linux 6.0 or 6.1 on
a server



This section provides instructions for installing the Red Hat Enterprise Linux 6.0 or 6.1



(RHEL 6.0 or 6.1) operating system using the RHEL 6.0 or 6.1 media. Use these



instructions to perform a complete, basic installation of the operating system on the



server.
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Preinstallation Notes:



• This installation procedure is complex. Familiarity with Linux installations is



recommended. For optimal results, follow the directions in this text carefully.



• For custom installations and questions, see the Red Hat Enterprise Documentation



Web site at http://www.redhat.com/docs/. This site provides online versions of



numerous Red Hat manuals. Select Red Hat Linux from the list and click Go to



access manuals specifically for Red Hat Linux.



• Before you begin the installation, make sure that you have up-to-date backups of all



data currently on your system. Some of the options available during the installation



process overwrite all the information on the hard disk, including user data.



4.6.1. Installation procedure



Complete the following procedure to install the operating system:



1. Insert the Red Hat Enterprise LINUX 6.0 orRed Hat Enterprise LINUX 6.1 DVD in the



DVD drive of the server before starting the server.



2. Start the server.



3. In the system setup window, press F1 to enter the Setup utility.



4. Select Start Options and press Enter to see the current boot order settings.



5. You must use legacy booting, so verify that the Legacy Only entry is on the top of



the boot order list. If the entry is missing, add it by doing the following:



a. Press Esc.



b. Select Boot Manager and press Enter.



c. Select Add Boot Option and press Enter.



d. Select Legacy Only and press Enter.



e. Press Esc two times to exit from the Boot Manager menu.



f. Select Start Options and press Enter to see the updated current boot order



settings.



6. You must use legacy booting, so verify that the Legacy Only entry is at the top of the



boot order list.



7. If the boot order in Step 6 is incorrect, then



a. Select Esc to exit.



b. Select Boot Manager and press Enter.



c. Select Change Boot Order, press Enter, and then press Enter again to be



able to change the order of the entries.



d. Highlight the entry you want to change and use plus and minus keys to change its



position in the list. Press Enter to make the change.



e. When you are finished with all your changes, select Commit Changes, press



Enter, and then press Esc to exit.
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8. Press Esc to exit, then press Esc to proceed to the Exit Setup option, and type Y to



exit the Setup Utility.



9. On the Welcome to Red Hat Enterprise 6.0 or Welcome to Red Hat



Enterprise 6.1 screen, either select Install or upgrade an existing system



and press Enter or allow the sixty second timer to expire.



10. Perform one of the following steps when the Welcome to Red Hat Enterprise



Linux for x86_64 screen appears.



• If you want to test the media, press the spacebar.



• If you do not want to test the media, press Tab to select Skip, and press the



spacebar.



11. On the RED HAT ENTERPRISE LINUX 6 screen, click Next.



12. Select the language to be used for the installation, and then click Next.



13. Select the appropriate keyboard for the system, and then click Next.



14. Select the type of storage devices the installation involves, and then click Next.



The system is checked for previously installed versions of the Red Hat Linux operating



system.



15. If one or more versions are found, select Fresh Installation, and click Next. If you



do not see the versions listed, skip this step.



16. Enter the Hostname of the computer and then



• If you wish to configure the networking devices at this time, click Configure



Network to set up the appropriate networking configuration values.



• Click Close when you finish the configuration changes.



• Click Next.



17. Select the appropriate time zone. Click System clock uses UTC if appropriate, and



then click Next.



18. Type and confirm a root password of your choice for the system, and then click Next.



19. On the disk partitioning screen, select type of installation:



a. Select the action that the automatic partitioning process should take regarding



existing partitions. Unisys recommends that you select Use all Space.



b. Select whether you want to review and modify the partitions that are created by



the automatic partitioning process, and then click Next.



c. If there is more than one drive on the system, then select the drives to be used for



this installation



d. If you selected Review and modify partitioning layout in step b, review or



modify the partition configuration, and then click Next.



e. If a format warning box appears, check the disk and click Format if it is correct.



f. Click Write changes to disk in the Writing storage configuration to



disk box.



Configuring the server



8207 2968–001 4–19











20. Optionally, select Use a boot loader password, type and confirm a boot loader



password of your choice, and then click Next.



21. Select server type and additional repositories.



Note: If you want a GUI interface then select Desktop.



22. If you want to select additional packages, select Customize now and click Next to



select the additional packages; otherwise click Next to begin the installation.



23. If you are using DVD media, wait until a screen appears indicating that the installation



is complete, and then click Reboot. The server stops and then restarts.



Remove the ejected DVD from the CD/DVD drive.



24. Select Forward on the Welcome screen.



25. Read the agreement, select Yes, I agree to the License Agreement, and then



click Forward.



26. Perform one of the following steps on the Set Up Software Updates screen:



• If you want to register at this time, select Yes, I’d like to register now, and



then click Forward.



Complete the remaining steps to register the product.



• If you want to register at a later time, select No, I prefer to register at a later



time, and click Forward. Then click No thanks, I’ll connect later.



27. Click Forward on the Finish Updates Setup screen.



28. If desired, type the appropriate information to create a new user account, and then



click Forward.



29. Verify or modify the date and time, and then click Forward.



30. Click Finish on the Kdump screen.



31. Select No as the response to the reboot question.



4.6.2. Configuring Red Hat Linux kernel crash dumps



Before configuring crash dumps, determine a location in which the vmcore file (dump file)



can be placed. This location can be another server, a RAWdevice, or a local file system that



is approximately the size of the physical memory of the system.



Log in as root, and do the following:



1. Verify the kexec-tools package is installed by entering the following command:



rpm -q kexec-tools



2. If the kexec-tools package is not installed, install it on the server.



3. Run the Kernel Dump Configuration utility by entering the following command:



system-config-kdump
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4. After the utility is started, perform the following steps:



a. Select Automated kdump memory settings.



b. Click Target settings and set the values as desired.



Note: Make sure that the dump target has enough disk space to hold the vmcore



file created by the dump process. The vmcore file size varies based on the dump



filtering options selected in Step 5, but it could be approximately the size of the



physical memory of the system.



c. Click Filtering settings and set the values as required.



d. Click Expert settings and set the values as required.



e. Click Apply.



f. Click OK on the system-config-kdump box.



g. Click File and click Quit.



h. Click OK in response to a system reboot message.



5. Read through the kdump configuration file, and set any additional site-appropriate



values for the various parameters.



6. Reboot the system.



4.6.3. Updating device drivers and PCI card firmware



To ensure that the latest device drivers and PCI card firmware are installed on the server,



complete the following:



1. Access the Unisys Product Support Web site at www.support.unisys.com and do the



following:



a. Log in using your user name and password, or click register through the



Support Services e-Service Portal to register.



b. On the Product Support Home page, under Midrange Servers, select ES7000



Model 7600R G2 and G3 from the 32-bit & 64-bit x86 Architecture list,



under the ES7000 Servers heading.



2. Download the ES7000 Model 7600R G3 Linux drivers by completing the following:



a. On the ES7000 Model 7600R G2 and G3 Support Site page, click Drivers and



Downloads.



b. Under the Media tab, locate the CMP category, and click Linux Drivers and



Firmware.



c. Download the Linux operating system drivers file, which is named unisys-driver-



updates-G2G3-vn.n-n.tgz.



Where vn.n-n is the version number.



d. Save the drivers file to your server.
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3. Download the PCI card firmware by doing the following:



a. On the ES7000 Model 7600R G2 and G3, Support Site page, click Drivers and



Downloads.



b. Under the Media tab, locate the CMP category, and click Linux Drivers and



Firmware.



c. Download the PCI card firmware file, which is named unisys-firmware-updates-



G2G3-vn.n-n.tgz.



Where vn.n-n is the version number.



d. Save the firmware file to your server.



4. Open a terminal window and log on as root.



5. Change the current directory to the directory where you saved the drivers file.



6. Unzip the compressed file by entering the following command:



tar -xzf unisys-driver-updates-G2G3-vn.n-n.tgz



Where vn.n-n is the version number.



7. Change the directory to the unisys-driver-updates directory.



8. Access the README file in this directory.



9. Perform all of the steps in the README file to update the drivers.



10. After you install the drivers, change the current directory to the directory where you



saved the firmware file.



11. Unzip the compressed file by entering the following command:



tar -xzf unisys-firmware-updates-G2G3-vn.n-n.tgz



Where vn.n-n is the version number.



12. Change the directory to the unisys-firmware-updates directory.



13. Access the README file in this directory.



14. Perform all of the steps in the README file to update the firmware.



4.7. Installing SUSE LINUX 10 Service Pack 4 on a
server



This section provides instructions for installing the SUSE LINUX Enterprise Server 10



Service Pack 4 (SLES 10 SP4) operating system using the SLES 10 SP4 CD-ROMs or DVD.



Use these instructions to perform a complete, basic installation of the operating system



on the server.
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Preinstallation notes



• This installation procedure is complex. Familiarity with Linux installations is



recommended. For optimal results, follow the directions in this text carefully.



• For custom installations and questions, see the SUSE LINUX Enterprise Server 10



Service Pack 4 documentation provided in the “docu” directory on the SLES 10 SP4



DVD or on the first SLES 10 SP4 CD-ROM.



• Before you begin the installation, make sure that you have up-to-date backups of all



data currently on your system. Some of the options available during the installation



process overwrite all the information on the hard disk, including user data.



Installation procedure



Complete the following procedure to install the operating system:



1. Insert the SUSE LINUX Enterprise Server 10 Service Pack 4 CD-ROM 1 or DVD for the



AMD64 and Intel EM64T (x86_64) version of the operating system in the CD/DVD



drive of the server before starting the server.



2. As soon as the Suse Linux Enterprise Server screen with the boot/installation



options appears, select Installation, and press Enter.



Note: This screen is timed and defaults to Boot from Hard Disk if you do not



make a selection in time.



After a few minutes, the Language screen appears.



3. Select the language you want to use and click Next.



The License Agreement screen appears.



4. Read the agreement and select Yes, I Agree to the License Agreement to



accept the agreement.



5. Click Next.



The Installation Mode screen appears.



6. Click New installation and then click Next.



The Clock and Time Zone screen appears.



7. Perform any of the following steps that are appropriate for your situation:



• Select the correct Region and Time Zone options.



• Select Local Time or UTC in the Hardware Clock Set To list.



Note: You can change the hardware clock time on the server to local time by



performing this step. Use hwclock–systohc later to set the clock.



• If the date or time is incorrect, click Change under Time and Date, make the



changes, and click Apply.



8. Click Next.



The installation continues to analyze your system. When the analysis is finished, the



Installation Settings screen appears with a list of installer default configurations.



9. If you want a hard drive layout other than the default layout that is suitable for basic
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use and testing, perform the following procedure. Before performing these steps,



review the suggested partitions and file systems carefully; this type of configuration



depends largely on the machine environment and intended usage.



a. Click Partitioning on the Change menu.



b. Select Create Custom Partition Setup and click Next.



c. Select Custom partitioning (for experts) and click Next.



d. Configure your partitions as required. Click Finish once the partitions are defined.



Note: It is recommended that you create a minimum of two partitions. You need



at least one swap partition. Its size depends on the intended server usage and the



size of your hard drive, but a maximum of 4 GB is recommended. A root (/)



partition should define the remainder of the disk.



10. Do the following to install the packages that are required to support force dumps:



a. Click Software on the Change menu to change the software components.



b. On the Software Selection and System Tasks window, click Details.



c. Click Search on the Filter menu.



d. Type kdump in the Search box, and then click Search.



e. Select kernel-kdump in the right pane.



f. Select kdump in the right pane.



g. Type kexec-tools in the Search box and then click Search.



h. Select kexec-tools in the right pane.



i. Type libstd in the Search box and then click Search.



j. Select libstd++33-32bit in the right pane.



k. Click Patterns on the Filter menu.



11. If you want to run Xen Virtual Machines on your system, in the left pane of the



Software Selection and System Tasks window, select XEN Virtual



Machine Host Server.



12. Add or remove the other software components as appropriate for your environment.



13. Click Accept.



14. If a package that you want installed needs a license, then the appropriate one is



displayed. Click Accept.



15. If you added a package that needs other packages to resolve dependencies, then a



Changed Packages screen is displayed. Click Continue.



16. Click Accept to complete the installation settings.



A Confirm Installation screen appears.



17. If necessary, go back and make changes before the installation process begins.



18. Once the installation settings are correct, click Install.



The installation process begins.
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When the initial installation phase completes, the following message appears:



The system will reboot now.



A 10-second countdown occurs.



19. Click OK or wait until the countdown completes.



The server stops and starts.



You can remove the installation media from the CD/DVD drive.



Note: If you do not remove the media, the boot/installation options menu is



displayed when the system boots. Allow the boot/installation options menu to default



to Boot from Hard Disk.



When the installation process completes, the Password for the System



Administrator ″root″ screen appears.



20. Type a password of your choice, confirm it, and click Next.



The Hostname and Domain Name screen appears.



21. Type the system name and the domain name information, and click Next.



The Network Configuration screen appears with a list of all detected network



devices.



This screen also provides Virtual Network Computing (VNC), firewall, and proxy



options.



22. Configure the network devices and other network options, as necessary, and click



Next.



The Test Internet Connection screen appears; the default action is to test the



connection.



23. If you do not want to test the connection, select No, Skip This Test and click Next.



An Installation Settings screen appears, whether or not you test the connection.



24. Set the appropriate configuration values for CA management (a computer



management tool) and the Open LDAP server, or click Skip Configuration, and



then click Next.



The User Authentication Method screen appears. This screen defines different



methods of authentication. Local (/etc/passwd) is the default and is appropriate for



most environments.



25. If necessary, select the appropriate method of authentication and click Next.



The New Local User screen appears.



26. If necessary, type the appropriate values in the User’s Full Name, Username,



Password, and Confirm Password boxes, and click Next.



The SLES 10 SP4 release notes information appears.



27. Read the release notes and click Next.



After checking for devices, such as graphic cards, printers, and sound cards, the



Hardware Configuration screen appears with a list of the devices found.



28. Click Next.
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The Installation Completed screen appears.



29. If you do not want to save a copy of this configuration for the AutoYaST tool (used to



install Linux automatically), clear the Clone This System for Autoyast check box.



30. If you want to disable the ZENworks Management Daemon (ZMD) service, select the



Disable ZMD Service check box.



31. Click Finish.



32. Remove the media or DVD from the CD/DVD drive, if you have not already done so.



4.7.1. Configuring SUSE LINUX Enterprise Server 10 SP4 kernel
crash dumps



Before configuring crash dumps, ensure that the server on which /var resides has enough



disk space for the vmcore file. This is necessary because kdump stores kernel core dumps



under /var, and the vmcore file is approximately the size of the physical memory of the



system. You can change the location of the vmcore file by setting the



KDUMP_SAVEDIR parameter in the /etc/sysconfig/kdump file.



Log in as root, and do the following:



1. Verify that the kernel-kdump and kexec-tools packages are installed by typing the



following commands:



rpm -q kernel-kdump
rpm -q kexec-tools
rpm –q kdump



2. If the kernel-kdump or kexec-tools packages need to be installed, type any or all of



the following commands as needed:



yast2 -i kernel-kdump
yast2 -i kexec-tools
yast2 –i kdump



3. Launch YaST using the main desktop menu.



The YaST main panel appears.



4. Click System and then click Kernel Kdump.



5. On the Start-Up screen select Enable Kdump.



6. Click Dump Filtering and on the Kdump – Dump Filtering screen, set the



values as desired.



7. Click Dump Target and on the Dump Target screen, set the values as desired.



8. Click Expert Settings and on the Kdump Expert Settings screen, set the



values as desired.



9. Click Accept.



A dialog box appears indicating a reboot is necessary to apply the changes.



10. Click OK.



11. Close YaST.
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12. Reboot the system, unless you want to use the server as a Xen Virtual Machine



Server.



4.7.2. Preparing to use a Xen Virtual Machine Server



If you want to use the server as a Xen Virtual Machine Server, do the following:



1. Edit the file /boot/grub/menu.lst as follows:



a. Determine which title statement contains Xen.



b. Change the value of the default field to the value of the title statement containing



Xen.



The 0 (zero) value refers to the first title statement.



c. Save the file and exit the editor.



2. At the command-line interface, enter yast xen or yast2 xen.



The Configuring the VM Server (domain 0) screen appears.



3. Click OK in the The machine is ready to start the VM Server box.



4. Reboot the server to bring up the Xen kernel.



4.7.3. Creating a Xen virtual machine on the server



Do the following to create a Xen virtual machine on the server:



1. Launch YaST using the main desktop menu.



The YaST main panel appears.



2. Click Virtualization.



3. Click Create Virtual Machines.



4. Click Forward.



5. Follow the screen instructions.



4.7.4. Updating device drivers and PCI card firmware



To ensure that the latest device drivers and PCI card firmware are installed on the server,



do the following:



1. Access the Unisys Product Support Web site. Do the following:



a. Open a browser window, and enter the following URL in the address bar:



www.support.unisys.com.



b. Log in using your user name and password, or click register through the



Support Services e-Service Portal to register.



c. On the Product Support Home page, select ES7000 Model 7600R G2 and



G3 from the 32-bit & 64-bit x86 Architecture list, under the ES7000



Servers heading.
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2. Download the ES7000 Model 7600R G3 Linux drivers by doing the following:



a. On the ES7000 Model 7600R G2 and G3 Support Site page, click Drivers and



Downloads.



b. Under the Media tab, locate the CMP category, and click Linux Drivers and



Firmware.



c. Download the Linux operating system drivers file, which is named unisys-driver-



updates-G2G3-vn.n-n.tgz.



Where vn.n-n is the version number.



d. Save the drivers file to your server.



3. Download the PCI card firmware by doing the following:



a. On the ES7000 Model 7600R G2 and G3 Support Site page, click Drivers and



Downloads.



b. Under the Media tab, locate the CMP category, and click Linux Drivers and



Firmware.



c. Download the PCI card firmware file, which is named unisys-firmware-updates-



G2g3-vn.n-n.tgz.



Where vn.n-n is the version number.



d. Save the firmware file to your server.



4. Open a terminal window and log on as root.



5. Change the current directory to the directory where you saved the drivers file.



6. Unzip the compressed file by entering the following command:



tar -xzf unisys-driver-updates-G2G3-vn.n-n.tgz



Where vn.n-n is the version number.



7. Change the directory to the unisys-driver-updates directory.



8. Access the README file in this directory.



9. Perform all of the steps in the README file to update the drivers.



10. After you install the drivers, change the current directory to the directory where you



saved the firmware file.



11. Unzip the compressed file by entering the following command:



tar -xzf unisys-firmware-updates-G2G3-vn.n-n.tgz



Where vn.n-n is the version number.



12. Change the directory to the unisys-firmware-updates directory.



13. Access the README file in this directory.



14. Perform all of the steps in the README file to update the firmware.
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4.8. Installing SUSE LINUX 11 Service Pack 1 on a
server



This section provides instructions for installing the SUSE LINUX Enterprise Server 11



Service Pack 1 (SLES 11 SP1) operating system using the SLES 11 SP1 media. Use the



instructions in this section to perform a complete, basic installation of the operating



system on the server.



Preinstallation notes:



• This installation procedure is complex. Familiarity with Linux installations is



recommended. For optimal results, follow the directions in this text carefully.



• For custom installations and questions, see the SUSE LINUX Enterprise Server 11



documentation provided in the “docu” directory on the SLES 11 SP1 media.



• Before you begin the installation, make sure that you have up-to-date backups of all



data currently on your system. Some of the options available during the installation



process overwrite all the information on the hard disk, including user data.



• Only BIOS booting (Legacy booting) is supported with SLES 11 SP1.



4.8.1. Installation procedures



Complete the following procedure to install the operating system:



1. Before starting the server, insert the SLES 11 SP1 CD/DVD for the AMD64 and Intel



EM64T (x86_64) version of the operating system.



2. Start the server.



3. In the F1 Setup window, press F1 to enter the Setup utility.



4. Select Start Options and press Enter to see the current boot order settings.



5. Verify that the Legacy Only entry is on the top of the boot order list. If the entry is



missing, add it by doing the following:.



a. Press Esc.



b. Select Boot Manager and press Enter.



c. Select Add Boot Option and press Enter.



d. Select Legacy Only and press Enter.



e. Press Esc two times to exit from the Boot Manager menu.



f. Select Start Options and press Enter to see the updated current boot order



settings.



6. Verify that the Legacy Only entry is at the top of the boot order list.



7. If the boot order in Step 6 is incorrect, then



a. Select Esc to exit.



b. Select Boot Manager and press Enter.
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c. Select Change Boot Order, press Enter, and then press Enter again to be



able to change the order of the entries.



d. Highlight the entry you want to change and use plus and minus keys to change its



position in the list. Press Enter to make the change.



e. When you are finished with all your changes, select Commit Changes, press



Enter, and then press Esc to exit.



8. Press Esc to exit, then press Esc to proceed to the Exit Setup option, and type Y to



exit the Setup Utility.



9. The SUSE LINUX Enterprise Server screen with the boot/installation options



appears. Select Installation and press Enter.



Note: This screen is timed and defaults to Boot from Hard Disk if you do not make a



selection in time.



After a few minutes, the Welcome screen appears.



10. Select the language and keyboard layout you want to use.



11. Read the license agreement and select I agree to the License Terms.



12. Click Next.



The Media Check window appears.



13. If you want to test the media, click Start Check. If the result is OK when the media



check is complete, click Next; otherwise, insert new media and click Start Check.



If you want to skip the media check, click Next.



The Installation Mode window appears.



14. Click New installation and then click Next.



The Clock and Time Zone window appears.



15. Perform any of the following steps that are appropriate for your situation:



• Select the correct Region and Time Zone options.



• If you want to set the time to Coordinated Universal Time (UTC), check



Hardware Clock Set To UTC.



Note: You can change the hardware clock time on the server to local time by



performing this step. Alternatively, you can use the hwclock–systohc command to



set the clock at a later time.



• If the date or time is incorrect, click Change, make the required changes, and



then click Accept.



16. Click Next.



The Server Base Scenario screen appears.



17. Choose the scenario for your server.



Click Physical Machine (Also for Fully Virtualized Guests), if you want to install a



GUI interface.



Click Xen Virtualization Host (Local X11 Not Configured by Default), if you do not



want to install a GUI interface.
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18. Click Next.



The installation continues to analyze your system. When the analysis is finished, the



Installation Settings screen appears with a list of installer default configurations.



19. If you want a hard drive layout other than the default layout that is suitable for basic



use and testing, perform the following procedure. Before performing these steps,



review the suggested partitions and file systems carefully; this type of configuration



depends largely on the machine environment and intended usage.



a. Click Partitioning on the Change menu.



b. Select Custom partitioning (for experts) and click Next.



c. Under Expert Partitioner, select Hard disks. Expand the hard disks to see



the disks available.



d. Select the hard disk from which you want to boot and select the Overview tab.



Check the Disk Label field to see if the disk is labeled correctly.



e. Select the Partitions tab.



f. If the Disk Label (from step d) is not correct, then do the following:



• Select the Expert tab on the bottom of the screen.



• Select Create New Partition Table.



• If a partition table window appears, select the desired type.



• If a warning about data loss appears, click Yes.



g. To add new partitions, click the Add tab.



Note: It is recommended that you create a minimum of two additional partitions.



You should have at least one swap partition. Its size depends on the intended



server usage, amount of memory, and the size of your hard drive. You must have a



root (/) partition which should define the remainder of the disk, unless you plan to



create additional partitions on the disk.



20. Complete the following to install the packages that are required to run SUSE LINUX 11



SP1:



a. Select Software from the Change menu to change the software components.



b. Select C/C++.



21. If you want to run Xen Virtual Machines on your system, select XEN Virtual



Machine Host Server.



22. Add or remove the other software components as appropriate for your environment.



23. Click Accept or OK.



24. If a package that you want installed needs a license, then the appropriate license



appears. Click Accept.



25. If you added a package that needs other packages to resolve dependencies, then a



Changed Packages window appears. Click Continue.



26. Click Install to complete the installation settings.



A Confirm Installation screen appears.
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27. If necessary, click Back to go back and make changes before the installation process



begins.



28. Once the installation settings are correct, click Install.



The installation process begins.



When the initial installation phase completes, the following message appears:



The system will reboot now.



A 10-second countdown occurs.



29. Click OK or wait until the countdown completes.



The server stops and starts.



You can remove the installation media from the CD/DVD drive unless you want to



use the server as a KVM Virtual Machine Server.



Note: If you do not remove the media, the boot/installations options menu appears



when the system boots. Allow the boot/installation options menu to default to Boot



from Hard Disk.



When the installation process completes, the Password for the System



Administrator ″root″ screen appears.



30. Type a password of your choice, confirm it, and click Next.



The Hostname and Domain Name window appears.



31. Type the system name and the domain name information, and click Next.



The Network Configuration window appears with a list of all detected network



devices.



This screen also provides Virtual Network Computing (VNC), firewall, and proxy



options.



32. Configure the network devices and other network options, as necessary, and click



Next.



The Test Internet Connection window appears; the default action is to test the



connection.



33. If you do not want to test the connection, select No, Skip This Test and click Next.



A Network Services Configuration window appears.



34. Set the appropriate configuration values for CA management (a computer



management tool) and the Open LDAP server, or click Skip Configuration, and



then click Next.



The User Authentication Method screen appears. This screen defines different



methods of authentication. Local (/etc/passwd) is the default and is appropriate for



most environments.



35. If necessary, select the appropriate method of authentication and click Next.



The New Local User window appears.



36. If necessary, type the appropriate values in the User’s Full Name, Username,



Password, and Confirm Password fields, and click Next.
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The SLES 11 SP1 release notes information appears.



37. Read the release notes and click Next.



After checking for devices, such as graphic cards, printers, and sound cards, the



Hardware Configuration screen appears with a list of the devices found. If you receive



a warning from the screen, click OK. If necessary, change the device settings.



38. Click Next. The Installation Completed window appears.



39. If you do not want to save a copy of this configuration for the AutoYaST tool (used to



install Linux automatically), clear the Clone This System for AutoYast check box.



40. Click Finish.



41. Remove the media from the CD/DVD drive unless you want to use the server as a



KVM Virtual Machine Server.



4.8.2. Configuring SUSE LINUX 11 SP1 kernel crash dumps



Log in as root, and do the following:



1. Verify that the kdump and kexec-tools packages are installed by typing the following



commands:



rpm -q kexec-tools
rpm –q kdump



2. If the kdump or kexec-tools packages need to be installed, type either or both of the



following commands as needed:



yast2 -i kexec-tools
yast2 –i kdump



3. Launch YaST using the main desktop menu.



The YaST main panel appears.



4. Click System and then click Kernel Kdump.



The Kdump – Start-Up screen appears.



5. In the left pane, click Dump Filtering and set the values as desired.



6. Click Dump Target and set the values as desired.



Note: Ensure that the dump target has enough disk space to hold the vmcore file



created by the dump process. The vmcore file size varies based on the dump filtering



options selected in Step 5, but it could be approximately the size of the physical



memory of the system.



7. Click Email Notification and set the values as desired.



8. Click Expert Settings and set the values as desired.



9. Click Start-Up and select Enable Kdump.



10. Click OK.



11. If a message appears indicating a reboot is necessary to apply the changes, click OK.



12. Close YaST.
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13. If you received a message that a reboot is necessary, reboot the system, unless you



want to use the server as a Xen or KVM Virtual Machine Server.



If you want to use the server as a Xen or KVM Virtual Machine Server, perform one of



the two following procedures, and then reboot.



4.8.3. Preparing to use a Xen Virtual Machine Server



If you want to use the server as a Xen Virtual Machine Server, do the following:



1. Edit the file /boot/grub/menu.lst as follows:



a. Determine which title statement contains Xen.



b. Change the value of the default field to the value of the title statement containing



Xen.



The 0 (zero) value refers to the first title statement.



c. Save the file and exit the editor.



2. At the command-line interface, enter yast xen or yast2 xen.



3. Select Xen and click Accept in the select virtualization box.



4. Click OK in the reboot required box.



5. Reboot the server to bring up the Xen kernel.



4.8.4. Preparing to use a KVM Virtual Machine Server



If you want to use the server as a KVM Virtual Machine Server, do the following:



1. At the command-line interface, enter yast xen or yast2 xen.



2. Select KVM and click Accept in the select virtualization box.



Note: This step will install additional system software, so it will ask for your SLES11



SP1 installation media if it is not still in the CD/DVD drive.



3. Click Install in the packages need to be installed box.



4. Click Yes in the bridge box.



5. Click OK in the reboot required box.



6. Remove the installation media from the CD/DVD drive.



7. Reboot the server to load the newly installed drivers.



4.8.5. Creating a Xen or KVM virtual machine on the server



Do the following to create a Xen virtual machine on the server:



1. Launch YaST using the main desktop menu.



The YaST main panel appears.



2. Click Virtualization.
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3. Click Create Virtual Machines.



4. Click Forward.



5. Follow the instructions.



4.8.6. Updating device drivers and PCI card firmware



To ensure that the latest device drivers and PCI card firmware are installed on the server,



complete the following:



1. Access the Unisys Product Support Web site at www.support.unisys.com and



perform the following:



a. Log in using your user name and password, or click register through the



Support Services e-Service Portal to register.



b. On the Product Support Home page, select ES7000 Model 7600R G2 and



G3 from the 32-bit & 64-bit x86 Architecture list, under the ES7000



Servers heading.



2. Download the ES7000 Model 7600R G3 Linux drivers by completing the following:



a. On the ES7000 Model 7600R G2 and G3 Support Site page, click Drivers and



Downloads.



b. Under the Media tab, locate the CMP category, and click Linux Drivers and



Firmware.



c. Download the Linux operating system drivers file, which is named unisys-driver-



updates-G2G3-vn.n-n.tgz.



Where vn.n-n is the version number.



d. Save the drivers file to your server.



3. Download the PCI card firmware by doing the following:



a. On the ES7000 Model 7600R G2 and G3 Support Site page, click Drivers and



Downloads.



b. Under the Media tab, locate the CMP category, and click Linux Drivers and



Firmware.



c. Download the PCI card firmware file, which is named unisys-firmware-updates-



G2G3-vn.n-n.tgz.



Where vn.n-n is the version number.



d. Save the firmware file to your server.



4. Open a terminal window and log on as root.



5. Change the current directory to the directory where you saved the drivers file.



6. Unzip the compressed file by entering the following command:



tar -xzf unisys-driver-updates-G2G3-vn.n-n.tgz



Where vn.n-n is the version number.



7. Change the directory to the unisys-driver-updates directory.
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8. Access the README file in this directory.



9. Perform all of the steps in the README file to update the drivers.



10. After you install the drivers, change the current directory to the directory where you



saved the firmware file.



11. Unzip the compressed file by entering the following command:



tar -xzf unisys-firmware-updates-G2G3-vn.n-n.tgz



Where vn.n-n is the version number.



12. Change the directory to the unisys-firmware-updates directory.



13. Access the README file in this directory.



14. Perform all of the steps in the README file to update the firmware.



4.9. Installing VMware ESX Server 4.1 on the Server



1. On a workstation with Internet access, download the VMware ESX Server 4.1 software



image file from the VMware Web site at www.vmware.com.



2. Write the software image file onto a blank DVD-ROM.



3. If you install a live network cable on the interface you want to use for managing ESX,



the interface is marked as Connected during the installation process.



4. Click Power Up/Down to start the server.



A server status window is displayed.



5. Insert the DVD containing the ESX Server software image into the server CD/DVD



drive.



6. To boot from DVD, press F12 at the BIOS splash screen when that option appears.



7. Choose CD-ROM and press Enter.



8. View the server desktop using a directly connected monitor.



9. When asked to choose the installation mode, press Enter to accept the default



graphical mode.



10. On the Welcome to the Installer screen, click Next.



11. Accept the end-user license agreement by checking the license agreement box, and



then click Next.



12. Select keyboard type for the system (the default is U.S. English), and then click Next.



13. When you are asked if you want to install custom drivers, select No, and then click



Next.



14. When you are asked to accept loading of the system drivers, click Yes.



15. When the system drivers are finished loading, click Next.



16. Enter the license number, and then click Next.



Note: If you do not have access to the license number, you can defer this entry until



later.
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17. Select a network adapter from the list of adapters. Choose an adapter with a working



connection (an adapter with a green checkmark). This adapter is for the VMware



console connection. The built-in NIC interfaces are identified as Broadcom NetXtreme



II. If a live network cable was previously installed, you see the interface is identified as



Connected. Click Next.



18. Configure the IP addressing for the network adapter you selected.



Note: Unisys recommends you use a fixed IP address.



a. If you want to use DHCP, select Set automatically using DHCP.



b. If you want to use a fixed IP address, type the IP address, subnet mask, default



gateway, primary DNS, and secondary DNS information. You can test the IP



address information you enter by clicking the Test button in the lower-left of the



screen.



When you are finished, click Next.



19. Select Standard Setup, and then click Next.



20. Select the storage device where VMware ESX Server will be installed. Unisys



recommends that you install VMware ESX Server on the drive or drives connected to



the LSI adapter of the lowest numbered cell of the server.



21. Click OK when you receive a pop-up warning regarding software upgrades.



22. Select your time zone using the map, and then click Next.



23. Configure your time and date, and then click Next. You can also specify a Network



Time Protocol (NTP) server for the automatic updating of the time and date.



24. Enter and confirm the administrator password.



If necessary, add additional user accounts.



Click Next.



25. Review the installation settings summary. You can go back and adjust settings or click



Next to continue.



26. Click Next to begin the installation.



When the installation is complete, the DVD is automatically ejected from the server



CD/DVD drive.



27. Remove the DVD from the CD/DVD drive.



28. Press Enter to select Finish.



The server reboots.



Note: If the reboot appears to be hung (if you see a gray screen with a cursor), restart



the server manually.



4.9.1. Enabling Remote Root Connection



If you want to remotely connect to an ESX host, perform the following steps to enable the



remote root ssh feature of ESX Server.



Note: Remote root ssh access is disabled by default.
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1. Log on to the system as root.



2. Enter the following command to access the root ssh configuration file:



vi /etc/ssh/sshd_config



3. Modify the PermitRootLogin flag by replacing PermitRootLogin no with



PermitRootLogin yes.



4. To quit and save your changes, press ESC, type :wq and then press Enter.



5. Restart the ssh daemon service by entering the following command at the root



prompt:



# service sshd restart



Messages indicate that the sshd service stops and restarts.



4.9.2. Building a VMware Infrastructure



Installing ESX Server on the server is the first step in building a VMware Infrastructure. For



more information about VMware Infrastructure and to install other VMware Infrastructure



software components, refer to the VMware Infrastructure 3 Online Library at the following



URL:



https://www.vmware.com/support/pubs/vi_pubs.html



This library includes installation, configuration, and administration manuals.



4.9.3. Installing VMware Patches



Updates and patches might be available for your VMware Infrastructure Components. For



more information or to download patches, refer to the following URL:



http://support.vmware.com/selfsupport/download/



4.10. Using the Integrated Management Module



The integrated management module (IMM) combines service processor functions, video



controller, and remote presence function as a single entity.



The IMM supports the following basic systems-management features:



• Alerts (in-band and out-of-band alerting, PET traps - IPMI style, SNMP, e-mail).



• Auto Boot Failure Recovery.



• Automatic Server Restart (ASR) when POST is not complete or the operating system



hangs and the operating-system watchdog timer times out. The IMM might be



configured to watch for the operating-system watchdog timer and restart the server



after a timeout, if the ASR feature is enabled. Otherwise, the IMM allows the



administrator to generate an NMI by pressing a nonmaskable interrupt button on the



information panel for an operating-system memory dump. ASR is supported by



Intelligent Peripheral Management Interface (IPMI).
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• Boot sequence manipulation.



• Command-line interface.



• Configuration save and restore.



• DIMM error assistance. The Unified Extensible Firmware Interface (UEFI) disables a



failing DIMM that is detected during POST, and the IMM lights the associated system-



error LED and the failing DIMM error LED.



• Environmental monitor with fan speed control for temperature, voltages, fan failure,



and power supply failure.



• Intelligent Platform Management Interface (IPMI) Specification V2.0 and Intelligent



Platform Management Bus (IPMB) support.



• Invalid system configuration (CNFG) LED support.



• Light path diagnostics LEDs to report errors that occur with fans, power supplies,



microprocessor, hard disk drives, and system errors.



• Nonmaskable interrupt (NMI) detection and reporting.



• Operating-system failure blue screen capture.



• PCI configuration data.



• PECI 2 support.



• Power/reset control (power-on, hard and soft shutdown, hard and soft reset, schedule



power control).



• Query power-supply input power.



• ROM-based IMM firmware flash updates.



• Serial over LAN (SOL).



• Serial port redirection over Telnet or SSH.



• System-event log.



When one of the two or four microprocessors reports an internal error, the IMM disables



the defective microprocessor and restarts the server with the remaining good



microprocessors.



4.11. Obtaining the IP address for the IMM Web
interface access



To access the IMM Web interface, you need the IP address of the IMM, which you can



obtain through the Setup utility. To obtain the IP address, complete the following steps:



1. Turn on the server.



2. When the prompt <F1> Setup is displayed, press F1. If you have set both a power-on



password and an administrator password, you must type the administrator password



to access the full Setup utility menu.



3. Select System Settings → Integrated Management Module → Network



Configuration.
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4. Locate the IP address.



5. Exit from the Setup utility.



4.12. Logging on to the IMM Web interface



For detailed information about using the integrated management module (IMM), refer to



the Integrated Management Module User’s Guide.



To log on to the IMM Web interface, complete the following steps:



1. Open a Web browser and in the Address or URL field, type the IP address or host



name of the IMM to which you want to connect.



Note: If you are logging on to the IMM for the first time after installation, the IMM



defaults to DHCP. If a DHCP host is not available, the IMM assigns a static IP address



of 192.168.70.125. The MAC address tag provides the default hostname of the IMM



(name format is “IMM-xxxxxx” where xxxxx is the IMM MAC address). However, you



might not be able to browse using this hostname.



2. On the Login page, type the user name and password. If you are using the IMM for the



first time, you can obtain the user name and password from your system



administrator. All login attempts are documented in the system-event log.



Note: The IMM is set initially with a user name of USERID and password of



PASSW0RD (with a zero, not the letter O). You have read/write access. You must



change this default password the first time you log on.



3. On the Welcome page, type a timeout value (in minutes) in the field that is provided.



The IMM will log you off the Web interface if your browser is inactive for the number



of minutes that you entered for the timeout value.



4. Click Continue to start the session. The System Status page, provides a quick view



of the server status.



4.13. Using the remote presence and blue-screen
capture features



The remote presence and blue-screen capture features are integrated functions of the



integrated management module (IMM).



The remote presence feature provides the following functions:



• Remotely viewing video with graphics resolutions up to 1600 x 1200 at 85 Hz,



regardless of the system state



• Remotely accessing the server, using the keyboard and mouse from a remote client



• Mapping the CD or DVD drive, diskette drive, and USB flash drive on a remote client,



and mapping ISO and diskette image files as virtual drives that are available for use by



the server. If the media is bootable, the server can be booted with it.



• Uploading a diskette image to the IMM memory and mapping it to the server as a



virtual drive
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The blue-screen capture feature captures the video display contents before the IMM



restarts the server when the IMM detects an operating-system hang condition. A system



administrator can use the blue-screen capture to assist in determining the cause of the



hang condition.



4.14. Enabling the Broadcom Gigabit Ethernet
Utility program



The Broadcom Gigabit Ethernet Utility program is part of the server firmware. You can use



it to configure the network as a startable device, and you can customize where the



network startup option appears in the startup sequence. Enable and disable the Broadcom



Gigabit Ethernet Utility program from the Setup utility.



4.15. Configuring the Broadcom Gigabit Ethernet
controller



The Ethernet controllers are integrated on the system board. They provide an interface for



connecting to a 10 Mbps, 100 Mbps, or 1 Gbps network and provide full-duplex (FDX)



capability, which enables simultaneous transmission and reception of data on the network.



If the Ethernet ports in the server support auto-negotiation, the controllers detect the



data-transfer rate (10BASE-T, 100BASE-TX, or 1000BASE-T) and duplex mode (full-duplex



or half-duplex) of the network and automatically operate at that rate and mode.



You do not have to set any jumpers or configure the controllers. However, you must install



a device driver to enable the operating system to address the controllers. For device



drivers and information about configuring the Ethernet controllers, see the Broadcom



NetXtreme II Gigabit Ethernet Software CD. To find updated information about configuring



the controllers, see the Unisys Product Support Web site.



4.16. Configuring RAID arrays



Through the Setup utility, you can access utilities to configure RAID arrays. The specific



procedure for configuring arrays depends on the RAID controller that you are using. For



details, see the documentation for your RAID controller. To access the utility for your RAID



controller, complete the following steps:



1. Turn on the server.



2. When the prompt <F1> Setup is displayed, press F1. If you have set an administrator



password, you must type the administrator password to access the full Setup utility



menu. If you do not type the administrator password, a limited Setup utility menu is



available.



3. Select System Settings → Adapters and UEFI drivers.



4. Press Enter to refresh the list of device drivers.



5. Select the device driver for your RAID controller and press Enter.



6. If the mouse and keyboard are unresponsive within the RAID GUI, you may find that
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booting in “Legacy only” mode will correct this. If this option is not available in the



boot menu (F12), you can add it under Setup Utility (F1)– Boot Manager – Add Boot



Option. Alternately, most RAID interfaces offer a command line interface (CLI) which



might work.



7. Follow the instructions in the documentation for your RAID controllers.



4.17. Advanced Settings Utility program



The Advanced Settings Utility (ASU) program is an alternative to the Setup utility for



modifying UEFI settings. Use the ASU program online or out of band to modify UEFI



settings from the command line without the need to restart the server to access the Setup



utility.



The ASU is useful in preserving system settings such as IMM, UEFI, bootorder. This is



particularly useful if a hardware component, such as the IO Shuttle or Microprocessor



board, has to be replaced. See the Technical Bulletin on the Product Support Web site:



http://www.support.unisys.com/all/spi/5400 .



You can also use the ASU program to configure the optional remote presence feature or



other IMM settings. The remote presence feature provides enhanced systems-



management capabilities.



In addition, the ASU program provides limited settings for configuring the IPMI function in



the IMM through the command-line interface.



Use the command-line interface to issue setup commands. You can save any of the



settings as a file and run the file as a script. The ASU program supports scripting



environments through a batch-processing mode.



For more information and to download the ASU program, go to ES7000 Model 7600R G2



and G3 Support Site or complete the following steps.



Note: Changes are made periodically to the Unisys Web site. The actual procedure might



vary slightly from what is described in this document.



1. Go to the ES7000 Model 7600R G2 and G3 Support Site.



2. Click Drivers and Downloads.



3. Click the applicable link for your server to display the matrix of downloadable files.



4. Scroll to the ASU area, select the link, and save the update file.



4.18. Configuring a Scalable Memory Expansion
(SME) multi-node system



The Scalable Memory Expansion (SME) scalability feature is supported only in memory



expansion modules that contain the Intel 7510 Scalable Memory Buffer.
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This feature requires scalability cables and firmware that supports Scalable Memory



Expansion scalability from one memory expansion module to another memory expansion



module. In a 2-node Scalable Memory Expansion scaled configuration, each memory



expansion module is connected to a Enterprise Server ES7000 Model 7600R G3 server



and the memory expansion modules are connected to each other through the SME



scalability cables. (See the documentation that came with the SME cables for detailed



installation instructions.)



Rear vie w



Server



Memory
expansion
module



Server



Memory
expansion
module



SME cables QPI cables



QPI cables



The Scalable Partition web interface is an extension of the IMM web interface and is used



to create, delete, control, and view scalable partitions. The Scalable Partition web interface



firmware is in the IMM.



A multi-node configuration interconnects multiple servers or scalable partitions. When two



servers with memory expansion module configurations are connected through SME



cables, you can merge this multi-node configuration to form a single logical server or



partition it into multiple stand-alone servers without removing any cables.



As a single logical server, the server is able to use resources from all scalable partitions.



The server uses a single, contiguous memory space and provides access to all associated



adapters, hard disk drives, and USB devices (including the mouse and keyboard). PCI slot



numbering starts with the primary node and continues with the secondary nodes, in



numeric order of the logical node IDs. The internal optical drive and VGA connection on the



secondary node are disabled, and the server cannot use them.



Note: When the server is configured as a single logical server, if there is an ac system



power failure to one of the nodes (partitions), the remaining good node powers itself down



and remains off until the failing node recovers from the ac power loss. Remote users will



not receive any warning or error messages that the partition has failed, but local users will



see a 00.bb blinking sequence on the front panel checkpoint display. After the power is



restored, both nodes will automatically turn on and boot as a two-node partition. If you



replace the I/O card in the server, follow the instructions for creating an EXA multi-node



system.
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In a stand-alone server, each scalable partition supports an independent operating-system



installation. In addition, each scalable partition uses its own individual resources (one



server and the associated memory expansion module) as an independent system. One



stand-alone server cannot boot an operating system on another stand-alone server.



Creating a Scalable Memory Expansion (SME) multi-node System



The following information provides instructions for creating a SME multi-node system



from multiple servers and configuring it as a single logical 8-socket server.



Before you create a SME multi-node system, make sure that all the nodes in the multi-



node configuration contain the following software and hardware:



• The current level of UEFI firmware, SAS UEFI code, IMM firmware, and FPGA



firmware (all nodes must be at the same level).



Note: To check for the latest firmware levels and to download firmware updates, go



to ES7000 Model 7600R G2 and G3 Support Site and select the Drivers and



Downloads option.



• Microprocessors that are the same cache size, type, and clock speed.



Note: All the nodes must have all the microprocessor sockets and all the memory



connectors populated.



To create a scalable partition, complete the following steps:



1. Connect the SME cables. See the documentation that comes with your SME cables



for instructions.



2. Connect all nodes to an ac power source.



To ensure that the OS boots in a scalable partition, make sure you examine the specific



OS requirements before attempting to carry over an OS boot disk. See the installation



procedure for the operating system you are installing (refer to topics 4.4 Installing



Windows Server 2008 through 4.9 Installing VMware ESX Server 4.1 on the Server).



3. Connect and log into the IMM web interface.
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4. In the navigation pane, click Manage Partitions under Scalable Partitioning.



Use the Scalable Complex Management page to create, delete, control, and view



scalable partitions. Select the primary node; then, automatically or manually create a



scalable partition:



• Click Auto under Partition Configure to automatically create a single partition



that uses all nodes in the multi-node configuration.



• Click Create under Partition Configure to manually assign nodes to the



partition.



Note: Click Redraw to reorder the sequence in which the nodes appear in the diagram on



the page. For example, you can reorder the diagram to reflect the order in which the nodes



are installed in a rack. The nodes are reordered according to the QPI or SME cabling, with



the node that you select in the top position.



4.18.1. Partitioning a SME multi-node system



There are two ways to partition a SME multi-node system into stand-alone servers:



deleting the partition configuration and forcing a stand-alone boot. Both methods are



performed through the IMM web interface from the Manage Partition(s) page, through the



IMM in either server. The benefit of forcing a stand-alone boot is that you can restore the



original partition information by clicking Undo.



To partition a SME multi-node system, complete the following steps:



1. Connect and log in to the IMM web interface.



2. Make sure that the scaled system is powered off. In the navigation pane, expand



Scalable Partitioning, and click Manage Partition(s). Both nodes should be



indicated as stopped.



3. Select the chassis that you are connected to through the IMM. The interface control



for the other chassis should be disabled.
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4. Determine which method you plan to use to partition the multi-node server:



• To delete the partition, click Partition Configuration, and then click Delete.



• To force a stand-alone boot, click Standalone Boot, and then click Force.



5. Make sure that each chassis is in Standalone mode, which indicates that the system is



now partitioned into two independent systems.
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4.19. Configuring a QPI multi-node system



A multi-node configuration interconnects multiple servers or multiple partitions. This



configuration requires 8 microprocessors and sixteen memory cards (4 microprocessors



and 8 memory cards per node). See the documentation that came with your QPI cables to



set up your QPI multi-node configuration.



Before you create scalable partitions, make sure that all the nodes in the multi-node



configuration contain the following software and hardware:



• The current level of UEFI code, IMM firmware, and FPGA firmware.



Note: To check for the latest firmware levels and to download firmware updates, go



to ES7000 Model 7600R G2 and G3 Support Site, and click the Drivers and



Downloads option.



• Microprocessors that are the same cache size and type, and the same clock speed.



Note: The nodes can vary in the number of microprocessors and the amount of



memory each contains, above the minimum.
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Section 5
Configuring Call Home



5.1. Call Home on the ES7000 Model 7600R G3
System



Overview



Unisys Call Home is a method of sending system alert information to Unisys if the ES7000



Model 7600R G3 system has a critical condition. Call Home sends a packet that is a set of



data describing the system, the condition being reported, date of occurrence, and the



contact information. When Unisys receives a Call Home packet, an analyst uses the



contact information in the packet to identify the person with whom the analyst discusses



the reported condition and works to provide a solution.



All Call Home packets sent by the system are in the form of an email (via an SMTP server



within the client network infrastructure) to a Unisys email address. You can add additional



client email addresses to the list of recipients so each receives an exact copy of the Call



Home email packet sent to Unisys.



Prerequisites



• Make sure the maintenance LAN from the cell can communicate with a Simple Mail



Transport Protocol (SMTP) server.



• Determine an email address for a return receipt of the information sent to Unisys. This



could be a person or a monitored departmental email box.



• Make sure the Integrated Management Module (IMM) is configured with a static IP



address or one derived from a DHCP server, and that it is possible to browse to that IP



address and display the IMM logon screen.



Setting Up the Integrated Management Module for Call Home



Use the following procedure to set up the IMM for Unisys Call Home:
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1. Access the IMM of the ES7000 Model 7600R G3 system through its IP address and



log in. The default user-id is USERID and the password is PASSW0RD (both the



userid and password are case sensitive; the password contains the number 0 instead



of the letter “O”).



2. Define the contact information. Unisys needs a contact at the client site if a system



generates a Call Home packet. To define the contact:



a. On the IMM Web page, click System Settings in the navigation pane.



b. On the right-hand pane, enter an email address in the Contact field and a phone



number in the Location field. The email address is sent an acknowledgement



when Unisys receives a Call Home packet.



c. Make sure the Name field contains a system name. This helps identify the



system if the site contains multiple systems.



d. Update the Date and Time fields with the correct information for your location.
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3. Define the name of your SMTP server:



a. In the navigation pane, click Network Protocols and scroll down until the



SMTP server host hame or IP address field is visible.



b. Enter the name or IP address of the SMTP server. You may need to consult with



your network administrator or help desk for this information.



c. Scroll to the bottom of the page and click Save.
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4. Configure IMM to send packets to the Unisys Call Home email address:



a. In the navigation pane, click Alerts and select a “not used” location in the right-



hand pane. In the following figure, recipient number 1 was selected.



b. Click the unused location. IMM displays the Remote Alert Recipient portion



of the Alerts page.
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c. Make the following changes:



• Change the Status field to Enabled.



• Enter a name in the Name field; for example, Unisys Call Home. This name



only identifies this entry in the list of recipient names).



• Enter the email address of the recipient. This must be callhome@unisys.com



• Under Monitored Alerts, check the Critical Alerts box (check all boxes



associated with Critcal alerts).



• Under Monitored Alerts, check the System Alerts box (check only the



System – Other box).



When complete, click Save.



5. Add other recipients of the system alerts (up to a maximum of 12) and select the types



of alerts that they will receive. During the testing stage, Unisys recommends that you



add a local email address to verify that the system has access to an SMTP server and it



is functional. The following figure shows an example of an Alerts Web page.
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When the list of recipients is complete, click the Generate Test Alert button.



A test packet is sent to Unisys and any other recipients. The content of the mail



message is similar to the following:



Alert Text: Management Controller Test Alert Generated by USERID
Type of Alert: System Information
Severity: 4
Date (m/d/y): 04/22/2010
Time(h:m:s) : 11:30:49



Contact : john.doe@company.com



Location : (1)-610-555-1212
IMM Text ID : 7600r_g2_1
IMM Serial Number : 1234567
IMM UUID : 8AD9A432E41911DEB39C01115E119F97



A text file containing the IMM event log is attached to the mail message. The first few



lines of the event log look similar to this:



S.No Severity LogName Date Time Message
------ ---------- ------------- ------ ------ --------
1 I Chassis Event Log 04/22/2010 11:30:49 Management Controller Test Alert



Generated by USERID
2 I Chassis Event Log 04/22/2010 11:25:51 Remote Login Successful. Login ID:



USERID from Web at IP address
123.123.123.123



6. When Unisys receives the Call Home packet generated by the Generate Test Alert,



the email address that was entered in the System Setting page (in this example



john.doe@company.com) receives an acknowledgement from Callhome@unisys.com. It



contains ESR SACK notification in the title followed by the system name and serial



number.
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For test alerts, the response email contains the system name (from the Name field on



the System Setting page), the system serial number, the word “ESRTEST” for the



Service Request, and the local time the alert was generated.



Note: This notification email is an automatic response from callhome@unisys.com. Do



not reply to this mail message or use it for any personal correspondence as it is an



unmonitored email box.



Testing the Transmission of Call Home Packets



To verify the continuous ability for the system to send Call Home packets to Unisys,



periodically generate Call Home packets by clicking the Generate Test Alert button and



waiting for the response packet.



System Generated Call Home Packets



When Unisys receives a critical Call Home packet, it responds to the email address in the



contact information.



For critical alerts, the response email includes the System Name (from the Name field on



the System Setting page in IMM), the system serial number, an 8 digit number for the



service request, the local time the alert was generated, and a short description of the



problem (which is also shown in the IMM event log).



Note: This notification email is an automatic response from callhome@unisys.com. Do



not reply to this mail message or use it for any personal correspondence as it is an



unmonitored email box.
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Appendix A
Services and Support



This section discusses how you can obtain support and report problems. It also describes



the warranty, services, and information resources related to Unisys servers.



A.1. Unisys eService Portal



The Unisys eService portal provides service and support for all Unisys customers. It



enables you to submit electronic service and support requests, and access technical



information related to your supported Unisys products.



You can access the eService portal at the following URL:



http://www.service.unisys.com



Once you log in to the eService portal, you can



• Access the Product Support Knowledge Base for the latest product information,



documentation, interim corrections, and so on. See A.2 Product Support Knowledge



Base for more detailed information about the knowledge base.



• Create a new service incident, or view and manage any existing service incidents.



Your Unisys representative can help you get oriented to the Unisys eService portal and the



Product Support Knowledge Base.



A.2. Product Support Knowledge Base



The Product Support Knowledge Base is the Unisys repository for all information related to



its products. If you are logged in to the Unisys eService portal, you can access the Product



Support Knowledge Base without reentering your authentication information. To access



the knowledge base from the eService portal, use one of the following methods:



• Click the Product Support Knowledge Base link in the upper left corner of the



page.



• Select the Knowledge Base tab or link.



You can also directly access the Product Support Knowledge Base by navigating to the



following URL and logging in:



http://www.support.unisys.com
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Note: If you do not log in, you can access only the Unisys product documentation and the



other topics listed under Public Information.



The types of information in the knowledge base varies depending on the product.



However, the following information is typically available for most products:



• Product documentation



The Documentation option enables you to view and search Unisys product



documentation.



• Product support documents



The Search and Support Database options provide methods to help you locate



product support documents such as user communication forms (UCF), contacts,



problem list entries (PLE), and so on related to a product.



• Technical bulletins



Use the Recent Alerts option to view any technical bulletins issued by Unisys.



Technical bulletins alert you to an issue that may require your attention. If you register



to receive alert notifications, Unisys automatically sends you a mail message



whenever it issues a new technical bulletin.



• Fixes or interim corrections



The Fixes, Interim Correction, or ICs options indicate that a fix or correction is



available for that product.



• Drivers and downloads



The Drivers and Downloads option displays all the available device drivers or



software that you can download.



• FAQs



The Onlines Services FAQs option on the Product Support Home page displays



information related to the support process and the support documents in the



knowledge base. Individual products may also have an FAQ option for any questions



and answers related to that product.



A.3. Warranty



The Unisys service warranty provides hardware support and software media replacement.



To ensure proper levels of support, customers should review the service warranty, which



provides coverage on a next-business-day basis. This coverage is offered 8:00 a.m. to 5:00



p.m., Monday through Friday. Coverage includes only those hardware services that are



essential in providing basic reactive support.



Unisys warrants the software media against defects for 90 days.



Services and Support
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A.4. Services Overview



Unisys offers a range of technical support and maintenance services so that customers



can select the appropriate support for their systems. In addition, Unisys offers the global



support that customers need to greatly minimize downtime and provide for reliable



performance for business-critical Unisys system software, applications, and hardware.



The following add-on services are available:



• Same-business-day support and extended hours of coverage for hardware



• Software support for applications and operating system software



• Patch updates and management services



• Remote system health check services



• Support account manager



Contact a Unisys sale representative to obtain information about additional support



services.



A.5. Service Tasks and Responsibilities



The following table provides an outline of the service tasks, responsibilities, and billable



services for Unisys servers.



Service Task Responsibility Billable Service



Initial system hardware



installation



User Installation charges apply if a



customer wants Unisys to



install a customer-installable



system package.



Initial system and operating



system configuration



User Optional charge applies if



Unisys performs the service.



Various offerings are



recommended and available.



Hardware upgrade Unisys Installation service charge is



typically part of an upgrade



style.



Platform firmware User Upgrade service is offered by



Unisys.



Partition operating system



and applicable drivers



User Upgrade service is offered by



Unisys.



Unisys Support Center



support



Unisys Requires a support contract or



time and material billing.



Services and Support
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A.6. Hardware Maintenance



There are two types of replaceable units on Unisys servers:



• Customer-replaceable units (CRUs). A CRU is replaced by the customer.



• Field-replaceable units (FRUs). A FRU is replaced by Unisys.



See the Problem Determination and Service Guide for a list of the CRUs and FRUs.



Unisys has two levels of service plans, one in which the client replaces the CRU, and one



in which Unisys replaces both CRUs and FRUs.



If Unisys determines that your issue can be addressed by shipping a replacement part to



you for installation in your system (a “Customer Replaceable Unit” or CRU), Unisys will



ship a replacement part to your site (“replacement CRU”). Unisys will use commercially



reasonable efforts to send a replacement CRU consistent with the response time set forth



in your maintenance agreement.



The client is responsible for ensuring that the malfunctioning part being replaced



(“malfunctioning hardware”) is returned to Unisys (or the vendor) in accordance with all



Unisys shipping or courier instructions. You agree to pay the published list price of any



replacement CRU in the event that you fail to return the corresponding malfunctioning



hardware (except the internal hard drives which do not have to be returned). Replacement



CRUs will be of new or like-new quality. Replacement CRUs assume the warranty status



of the system into which they are installed, or 90 days, whichever is longer.



A.7. Web Resources



Visit the following Web sites for information about your system.



Unisys eCommunity (ecommunity.unisys.com )



The eCommunity is an interactive electronic forum. It provides online access to a wide



range of experts, materials, and activities through the collaborative community of



customers, partners, employees, and others interested in Unisys servers. You must



register as an eCommunity member to view information.



Unisys Direct (www.unisysdirect.com )



Unisys Direct offers data center design and construction services. It also offers printers,



monitors, power supply equipment, cables and commodity supplies for your information



technology needs.



SharkRack, Inc.



SharkRack, Inc. is a supplier of cabinets for Unisys servers. For information about these



cabinets, click T2 Cabinet Installation Manual at the following URL:



http://www.sharkrack.com/documents.asp?category=Technical%20Library



Services and Support
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Appendix B
Notices



B.1. Important notes



Processor speed indicates the internal clock speed of the microprocessor; other factors



also affect application performance.



This product is not intended to be connected directly or indirectly by any means



whatsoever to interfaces of public telecommunications networks, nor is it intended to be



used in a public services network.



CD or DVD drive speed is the variable read rate. Actual speeds vary and are often less than



the possible maximum.



When referring to processor storage, real and virtual storage, or channel volume, KB



stands for 1024 bytes, MB stands for 1,048,576 bytes, and GB stands for 1,073,741,824



bytes.



When referring to hard disk drive capacity or communications volume, MB stands for



1,000,000 bytes, and GB stands for 1,000,000,000 bytes. Total user-accessible capacity



can vary depending on operating environments.



Maximum internal hard disk drive capacities assume the replacement of any standard hard



disk drives and population of all hard disk drive bays with the largest currently supported



drives that are available from Unisys.



Maximum memory might require replacement of the standard memory with an optional



memory module.



B.2. Particulate contamination



Attention: Airborne particulates (including metal flakes or particles) and reactive gases



acting alone or in combination with other environmental factors such as humidity or



temperature might pose a risk to the server that is described in this document. Risks that



are posed by the presence of excessive particulate levels or concentrations of harmful



gases include damage that might cause the server to malfunction or cease functioning



altogether. This specification sets forth limits for particulates and gases that are intended



to avoid such damage. The limits must not be viewed or used as definitive limits, because



numerous other factors, such as temperature or moisture content of the air, can influence



the impact of particulates or environmental corrosives and gaseous contaminant transfer.



In the absence of specific limits that are set forth in this document, you must implement
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practices that maintain particulate and gas levels that are consistent with the protection of



human health and safety. If Unisys determines that the levels of particulates or gases in



your environment have caused damage to the server, Unisys may condition provision of



repair or replacement of servers or parts on implementation of appropriate remedial



measures to mitigate such environmental contamination. Implementation of such



remedial measures is a customer responsibility.



Table B–1. Limits for particulates and gases



Contaminant Limits



Particulate
• The room air must be continuously filtered with 40% atmospheric dust



spot efficiency (MERV 9) according to ASHRAE Standard 52.21.



• Air that enters a data center must be filtered to 99.97% efficiency or



greater, using high-efficiency particulate air (HEPA) filters that meet



MIL-STD-282.



• The deliquescent relative humidity of the particulate contamination



must be more than 60%2.



• The room must be free of conductive contamination such as zinc



whiskers.



Gaseous
• Copper: Class G1 as per ANSI/ISA 71.04-19853



• Silver: Corrosion rate of less than 300 in 30 days



1 ASHRAE 52.2-2008 - Method of Testing General Ventilation Air-Cleaning Devices for Removal



Efficiency by Particle Size. Atlanta: American Society of Heating, Refrigerating and Air-



Conditioning Engineers, Inc.



2 The deliquescent relative humidity of particulate contamination is the relative humidity at which



the dust absorbs enough water to become wet and promote ionic conduction.



3 ANSI/ISA-71.04-1985. Environmental conditions for process measurement and control



systems: Airborne contaminants. Instrument Society of America, Research Triangle Park, North



Carolina, U.S.A.



B.3. German Ordinance for Work gloss statement



B.4. Electronic emission notices



When you attach a monitor to the equipment, you must use the designated monitor cable



and any interference suppression devices that are supplied with the monitor.



Notices
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B.4.1. Federal Communications Commission (FCC) statement



Note: This equipment has been tested and found to comply with the limits for a Class A



digital device, pursuant to Part 15 of the FCC Rules. These limits are designed to provide



reasonable protection against harmful interference when the equipment is operated in a



commercial environment. This equipment generates, uses, and can radiate radio



frequency energy and, if not installed and used in accordance with the instruction manual,



may cause harmful interference to radio communications. Operation of this equipment in a



residential area is likely to cause harmful interference, in which case the user will be



required to correct the interference at his own expense.



Properly shielded and grounded cables and connectors must be used in order to meet FCC



emission limits. Unisys is not responsible for any radio or television interference caused by



using other than recommended cables and connectors or by unauthorized changes or



modifications to this equipment. Unauthorized changes or modifications could void the



user’s authority to operate the equipment.



This device complies with Part 15 of the FCC Rules. Operation is subject to the following



two conditions: (1) this device may not cause harmful interference, and (2) this device



must accept any interference received, including interference that might cause undesired



operation.



B.4.2. Industry Canada Class A emission compliance statement



This Class A digital apparatus complies with Canadian ICES-003.



B.4.3. Avis de conformité à la réglementation d’Industrie
Canada



Cet appareil numérique de la classe A est conforme à la norme NMB-003 du Canada.



B.4.4. Australia and New Zealand Class A statement



Attention: This is a Class A product. In a domestic environment this product may cause



radio interference in which case the user may be required to take adequate measures.



B.4.5. European Union EMC Directive conformance statement



This product is in conformity with the protection requirements of EU Council Directive



2004/108/EC on the approximation of the laws of the Member States relating to



electromagnetic compatibility. Unisys cannot accept responsibility for any failure to satisfy



the protection requirements resulting from a nonrecommended modification of the



product, including the fitting of non-Unisys option cards.



Attention: This is an EN 55022 Class A product. In a domestic environment this product



may cause radio interference in which case the user may be required to take adequate



measures.



Notices
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Further information detailing the European Community contact is available from Unisys



upon request.



B.4.6. Germany Class A statement



B.4.7. Japan VCCI Class A statement



Notices
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This is a Class A product based on the standard of the Voluntary Control Council for



Interference (VCCI). If this equipment is used in a domestic environment, radio



interference may occur, in which case the user may be required to take corrective actions.



B.4.8. Japan Electronics and Information Technology Industries
Association (JEITA) statement



Japan Electronics and Information Technology Industries Association (JEITA) Confirmed



Harmonics Guidelines (products less than or equal to 20 A per phase).



B.4.9. Korea Communications Commission (KCC) statement



This is electromagnetic wave compatibility equipment for business (Type A). Sellers and



users need to pay attention to it. This is for any areas other than home.



B.4.10. Russia Electromagnetic Interference (EMI) Class A
statement



B.4.11. People’s Republic of China Class A electronic emission
statement



Notices
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B.4.12. Taiwan Class A compliance statement



Notices
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1 Introduction 



This Installation and Service Guide contains general information about the server including how to set up and cable 



the server, how to install supported optional devices, how to configure the server, and information to help you 



solve problems yourself and information for service technicians. 



Documentation updates 



This document contains all the information that was available at the time of publication. Changes identified after 



release of this document are included in problem list entry (PLE): 19031667. To obtain a copy of the PLE, contact 



your service representative or access the current PLE from the product support Web site: 



http://www.support.unisys.com/all/ple/19031667 



Note: If you are not logged into the product support site, you will be asked to do so. 



Related documentation 



Some additional documents are available to aid you with information about the server.  



 Important Notices 



This document is in printed format and comes with the server. It contains information about the safety, 



environmental, and electronic emission notices for the server. 



 Rack Installation Instructions 



This printed document contains instructions for installing the server in a rack. It comes with the server. 



 Environmental Notices and User Guide 



This document is in PDF format on the Documentation CD. It contains translated environmental notices. 



 License Agreement for Machine Code 



This document is in PDF format on the Documentation CD. It provides translated versions of the License 



Agreement for Machine Code for your product. 



 MCP Linux License Information and Attributions 



This document is in PDF format on the Documentation CD. It provides the open source notices. 



 Safety Information 



This document is in PDF format on Documentation CD. It contains translated caution and danger 



statements. Each caution and danger statement that appears in this document is identified with a number 



so you can locate the corresponding statement in your language in the Safety Information document. 





http://www.support.unisys.com/all/ple/19031667
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 Enterprise Server ES7000 Model 7600R G4 Error Messages, Volume 1: DSA Diagnostic Test Error Messages 



(8230 6994) 



This document provides information about the DSA Diagnostic Test error messages. You can access it at 



the support site. 



 Enterprise Server ES7000 Model 7600R G4 Error Messages, Volume 2: Integrated Management Module II 



Error Messages (8230 7018) 



This document provides information about the Integrated Management Module II (IMM2) error 



messages. You can access it at the support site. 



 Enterprise Server ES7000 Model 7600R G4 Error Messages, Volume 3: UEFI/POST Error Messages (8231 



0491) 



This document provides information about the UEFI/POST error messages. You can access it at the 



support site. 



 Enterprise Server ES7000 Model 7600R G4 Integrated Management Module II User’s Guide (8230 6978) 



This document provides user information about the Integrated Management Module II (IMM2). You can 



access it at the support site. 



Notices and statements in this document 



The caution and danger statements in this document are also in the multilingual Safety Information document, 



which is on the Documentation CD. Each statement is numbered for reference to the corresponding statement in 



your language in the Safety Information document. 



The following notices and statements are used in this document. 



 Note: These notices provide important tips, guidance, or advice. 



 Important: These notices provide information or advice that might help you avoid inconvenient or 



problem situations. 



 Attention: These notices indicate potential damage to programs, devices, or data. An attention notice is 



placed just before the instruction or situation in which damage might occur. 



 Caution: These statements indicate situations that can be potentially hazardous to you. A caution 



statement is placed just before the description of a potentially hazardous procedure, step, or situation. 



 Danger: These statements indicate situations that can be potentially lethal or extremely hazardous to 



you. A danger statement is place just before the description of a potentially lethal or extremely hazardous 



procedure, step, or situation. 





http://www.support.unisys.com/


http://www.support.unisys.com/


http://www.support.unisys.com/


http://www.support.unisys.com/








Installation and Service Guide 



14 
8230 6986-000 



Introducing Enterprise Server ES7000 Model 7600R G4 



The Unisys Enterprise Server ES7000 Model 7600R G4 is a rack model, modular design server, for virtualization, 



database, and computational intensive computing. The modular design allows for upgrade from a 4-socket (4U-



high) to an 8-socket (8U-high) server, using the same building blocks that are used for the 4-socket server. It is the 



next generation enterprise server based on the Intel Xeon™ EX E7-4xxx v2 and E7-8xxx v2 processor technology. 



This high-performance, scalable server is ideally suited for enterprise environments that require superior 



input/output (I/O) flexibility and high manageability. 



The following is an illustration of the 4-socket (4U) server: 
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Following is an illustration of the 8-socket (8U) server. 



 



The 8U version of the server is intended for use in a system/rack always installed on the load side of a Power 



Distribution Unit (PDU) or Uninterruptible Power Supply (UPS) supplying a maximum 20 A branch circuit 



protection. The overall system/rack connection to mains power is to be a Pluggable Type B connector. 



This server is suitable for use on an IT power-distribution system whose maximum phase-to-phase voltage is 240 V 



under any distribution fault condition. 
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2 Safety 



This topic provides safety information that you should read before using the server. 



Before installing this product, read the Safety Information. 



 



Antes de instalar este produto, leia as Informações de Segurança. 



 



 



 



 



Læs sikkerhedsforskrifterne, før du installerer dette produkt. 



Lees voordat u dit product installeert eerst de veiligheidsvoorschriften. 



Ennen kuin asennat tämän tuotteen, lue turvaohjeet kohdasta Safety Information. 



Avant d'installer ce produit, lisez les consignes de sécurité. 



Vor der Installation dieses Produkts die Sicherheitshinweise lesen. 



 



 



 



Prima di installare questo prodotto, leggere le Informazioni sulla Sicurezza. 



 



 



 



 



Les sikkerhetsinformasjonen (Safety Information) før du installerer dette produktet. 
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Antes de instalar este produto, leia as Informações sobre Segurança. 



 



 



 



 



 



 



 



Antes de instalar este producto, lea la información de seguridad. 



Läs säkerhetsinformationen innan du installerar den här produkten. 



Important:  



Each caution and danger statement in this documentation is labeled with a number. This number is used to cross 



reference an English language caution or danger statement with translated versions of the caution or danger 



statement in the Safety Information document. 



For example, if a caution statement is labeled Statement 1, translations for that caution statement are in the 



Safety Information document under Statement 1. 



Be sure to read all caution and danger statements in this document before you perform the procedures. Read any 



additional safety information that comes with the server or optional device before you install the device. 



Statement 1 



 



DANGER 



Electrical current from power, telephone, and communication cables is hazardous.  
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To avoid a shock hazard: 



 Do not connect or disconnect any cables or perform installation, maintenance, or reconfiguration of this 



product during an electrical storm. 



 Connect all power cords to a properly wired and grounded electrical outlet. 



 Connect to properly wired outlets any equipment that will be attached to this product. 



 When possible, use one hand only to connect or disconnect signal cables. 



 Never turn on any equipment when there is evidence of fire, water, or structural damage. 



 Disconnect the attached power cords, telecommunications systems, networks, and modems before you 



open the device covers, unless instructed otherwise in the installation and configuration procedures. 



 Connect and disconnect cables as described in the following table when installing, moving, or opening covers 



on this product or attached devices. 



To Connect: To Disconnect: 



1. Turn everything OFF. 



2. First, attach all cables to devices. 



3. Attach signal cables to connectors. 



4. Attach power cords to outlet. 



5. Turn device ON. 



1. Turn everything OFF. 



2. First, remove power cords from outlet. 



3. Remove signal cables from connectors. 



4. Remove all cables from devices. 



Statement 2 



 



CAUTION: 



When replacing the lithium battery, use only Part Number 33F8354 or an equivalent type battery recommended 



by Unisys. If your system has a module containing a lithium battery, replace it only with the same module type 



made by the same manufacturer. The battery contains lithium and can explode if not properly used, handled, or 



disposed of.  



Do not:  



 Throw or immerse into water 



 Heat to more than 100°C (212°F) 



 Repair or disassemble 



Dispose of the battery as required by local ordinances or regulations. 
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Statement 3 



 



CAUTION: 



When laser products (such as CD-ROMs, DVD drives, fiber optic devices, or transmitters) are installed, note the 



following:  



 Do not remove the covers. Removing the covers of the laser product could result in exposure to hazardous 



laser radiation. There are no serviceable parts inside the device. 



 Use of controls or adjustments or performance of procedures other than those specified herein might result 



in hazardous radiation exposure. 



 



DANGER 



Some laser products contain an embedded Class 3A or Class 3B laser diode. Note the following.  



 Laser radiation when open. Do not stare into the beam, do not view directly with optical instruments, and 



avoid direct exposure to the beam. 



 



Statement 4 



 



CAUTION: 



Use safe practices when lifting. The following three graphic illustrations show safety practices when lifting the 



server. The illustrations from left to right show lifting positions for 2.18 KB (39.7 lb), 2.32 KG (70.5 lb), and 55 KG 



(121.2 lb), respectively. 
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Statement 5 



 



CAUTION: 



The power control button on the device and the power switch on the power supply do not turn off the electrical 



current supplied to the device. The device also might have more than one power cord. To remove all electrical 



current from the device, ensure that all power cords are disconnected from the power source. 



 



Statement 6 



 



CAUTION: 



Do not place any objects on top of a rack-mounted device unless that rack-mounted device is intended for use as a 



shelf. 



Statement 8 



 



CAUTION: 



Never remove the cover on a power supply or any part that has the following label attached.  
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Hazardous voltage, current, and energy levels are present inside any component that has this label attached. There 



are no serviceable parts inside these components. If you suspect a problem with one of these parts, contact a 



service technician. 



Statement 12 



 



CAUTION: 



The following label indicates a hot surface nearby.  
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Statement 26 



 



CAUTION: 



Do not place any object on top of rack-mounted devices.  
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Guidelines for trained service technicians 



This section contains information for trained service technicians. 



Inspecting for unsafe conditions 



Use the information in this section to help you identify potential unsafe conditions in a product that you are 



working on. Each product, as it was designed and manufactured, has required safety items to protect users and 



service technicians from injury. The information in this section addresses only those items. Use good judgment to 



identify potential unsafe conditions that might be caused by alterations or attachment of features or options that 



are not addressed in this section. If you identify an unsafe condition, you must determine how serious the hazard 



is and whether you must correct the problem before you work on the product.  



Consider the following conditions and the safety hazards that they present:  



 Electrical hazards, especially primary power. Primary voltage on the frame can cause serious or fatal 



electrical shock. 



 Explosive hazards, such as a damaged CRT face or a bulging capacitor. 



 Mechanical hazards, such as loose or missing hardware. 



To inspect the product for potential unsafe conditions, complete the following steps:  



1. Make sure that the power is off and the power cord is disconnected. 



2. Check the power cord:  



 Make sure that the third-wire ground connector is in good condition. Use a meter to measure third-



wire ground continuity for 0.1 ohm or less between the external ground pin and the frame ground. 



 Make sure that the power cord is the correct type, as specified in “Power cords“. 



 Make sure that the insulation is not frayed or worn. 



3. Check for any obvious alterations. Use good judgment as to the safety of any alterations. 



4. Check inside the server for any obvious unsafe conditions, such as metal filings, contamination, water or 



other liquid, or signs of fire or smoke damage. 



5. Check for worn, frayed, or pinched cables. 



6. Make sure that the power-supply cover fasteners (screws or rivets) have not been removed or tampered 



with. 





file:///C:/IBMrebrand/8230%206986-000/nn1en_r_pdch4pwrcords.html%23nn1en_r_pdch4pwrcords
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Guidelines for servicing electrical equipment 



This topic provides guidelines that you must follow when servicing electrical equipment. 



Observe the following guidelines when you service electrical equipment: 



 Check the area for electrical hazards such as moist floors, nongrounded power extension cords, power 



surges, and missing safety grounds. 



 Use only approved tools and test equipment. Some hand tools have handles that are covered with a soft 



material that does not provide insulation from live electrical currents. 



 Regularly inspect and maintain your electrical hand tools for safe operational condition. Do not use worn or 



broken tools or testers. 



 Do not touch the reflective surface of a dental mirror to a live electrical circuit. The surface is conductive and 



can cause personal injury or equipment damage if it touches a live electrical circuit. 



 Some rubber floor mats contain small conductive fibers to decrease electrostatic discharge. Do not use this 



type of mat to protect yourself from electrical shock. 



 Do not work alone under hazardous conditions or near equipment that has hazardous voltages. 



 Locate the emergency power-off (EPO) switch, disconnecting switch, or electrical outlet so that you can turn 



off the power quickly in the event of an electrical accident. 



 Disconnect all power before you perform a mechanical inspection, work near power supplies, or remove or 



install main units. 



 Before you work on the equipment, disconnect the power cord, unless you are hot-swapping a device. If you 



cannot disconnect the power cord, have the customer power-off the wall box that supplies power to the 



equipment and lock the wall box in the off position. 



 Never assume that power has been disconnected from a circuit. Check it to make sure that it has been 



disconnected. 



 If you have to work on equipment that has exposed electrical circuits, observe the following precautions:  



o Make sure that another person who is familiar with the power-off controls is near you and is available to 



turn off the power if necessary. 



o When you are working with powered-on electrical equipment, use only one hand. Keep the other hand 



in your pocket or behind your back to avoid creating a complete circuit that could cause an electrical 



shock. 



o When you use a tester, set the controls correctly and use the approved probe leads and accessories for 



that tester. 



o Stand on a suitable rubber mat to insulate you from grounds such as metal floor strips and equipment 



frames. 



 Use extreme care when you measure high voltages. 



 To ensure proper grounding of components such as power supplies, pumps, blowers, fans, and motor 



generators, do not service these components outside of their normal operating locations. 



 If an electrical accident occurs, use caution, turn off the power, and send another person to get medical aid.  
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3 The ES7000 Model 7600R G4 Server 



This information provides an overview of your server. It lists features and specifications, describes the server 



features, and reviews the components of the server. 



Note: The information and installation procedures in this documentation apply to both the 4-socket and the 8-



socket configurations of the server, unless otherwise specified. Most of the illustrations in the documentation show 



the 4-socket configuration of the server. Read the safety information before installing and removing components in 



the server. 



The 7600R server is a rack model, modular design server, for virtualization, database, and computational intensive 



computing. It is the next generation enterprise server based on the Intel Xeon™ EX E7-4xxx v2 and E7-8xxx v2 



processor technology. This high-performance, scalable server is ideally suited for enterprise environments that 



require superior input/output (I/O) flexibility and high manageability. 



Performance, ease of use, reliability, and expansion capabilities were key considerations in the design of the 



server. These design features make it possible for you to customize the system hardware to meet your needs 



today and provide flexible expansion capabilities for the future. 



The server contains next generation technologies, which help increase performance and reliability. For more 



information, see “What your server offers“ and “Reliability, availability, and serviceability“. 



You can obtain up-to-date information about the server and other server products at http://www.unisys.com.  



The server supports up to sixteen 2.5-inch hot-swap drives or thirty-two 1.8-inch hot-swap drives, or a 



combination of both 2.5-inch and 1.8-inch drives, using the supported drive backplanes. It supports 2.5-inch hot-



swap Serial Attached SCSI (SAS) or SATA hard disk drives, 2.5-inch hot-swap SATA solid state drives (SSD), or 1.8-



inch hot-swap SAS solid state drives. See “Supported SAS/SATA drive backplane configurations“ for a complete list 



of the supported configurations.  



Note: The illustrations in this document might differ slightly from your hardware. 





file:///C:/IBMrebrand/8230%206986-000/nn1em_r_ugch1serveroffer.html%23nn1em_r_ugch1serveroffer
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The following illustration shows the front of the server. 



 



The following illustration shows the rear of the server. 



 



If firmware and documentation updates are available, you can download them from the support site. The server 



might have features that are not described in the documentation that comes with the server, and the 



documentation might be updated occasionally to include information about those features, or technical updates 



might be available to provide additional information that is not included in the server documentation. 



Use the following table to record information about your server. 



Table 1. Record of the system information 



Product name Machine Type  Model number Serial number 



Enterprise Server ES7000  Type 3837  Model ES7600R 



G4 



(record the serial number here) 





http://www.support.unisys.com/
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The model number and serial number are on the ID label on the front of the server, as shown in the following 



illustrations. You can also add other system information labels to the front of the server in the customer label 



spaces in the following illustration. 



Note: The illustrations in this document might differ slightly from your hardware. 
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Obtaining Releases from the Support Site 



If you need to install later release levels, such as firmware, you can obtain the desired versions from the product 



support web site, as follows: 



1. Access the product support web site at www.support.unisys.com. 



2. Type your user name and password and click Log In. The Product Support page appears. 



3. Under the ES7000 Servers section, locate 32-bit & 64-bit x86 Architecture and click ES7000 Model 7600R 



G4. (Click Go if the selection does not take you to the next page.) The ES7000 Model 7600R G4 support 



site page appears. 



4. Click Releases in the Options column in the middle of the page. 



5. Click the item that you want to download. 



6. Save the files to the desired location for later use in updating your system. 



7. Review any comments about installation of the later version or any read-me files that are available. 



Service Card 



In addition, the system Service Card that is located between the left EIA bracket and the Storage Book in the front 



of the server provides a quick reference for mobile access to the Unisys support site.  



The following illustration shows the location of the server Service Card. To remove the Service Card, grasp the blue 



tab and pull the card out. 



 





file:///C:/IBMrebrand/8230%206986-000/www.support.unisys.com
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See the Rack Installation Instructions document on the Documentation CD or that comes with the rail kit for 



complete rack installation and removal instructions. 



Server features and specifications 



The following information is a summary of the features and specifications of the 4-socket server, unless otherwise 



specified. Depending on the configuration, some features might not be available, or some specifications might not 



apply. 



Microprocessor (depending on the configuration): 



 The server supports up to four E7-48xx v2 Series (4-socket server) or eight E7-88xx v2 Series 



(8-socket server) Intel Xeon™  microprocessors.  



 Up to fifteen-core Turbo 2.0 with up to 37.5 MB cache shared among cores 



 Up to 37.5 MB Level-3 cache 



 Two QuickPath Interconnect (QPI) links with the following: 



o Operating speeds of up to 8 gigatransfers (GT) per second 



Note: Link speed can range from 6.4 GT/s, 7.2 GT/s, or 8 GT/s 



o Three QPI links per microprocessor (depending on the microprocessor) 



o Two 20-lane point-to-point data links (one in each direction) per QPI link 



 Four Scalable Memory Interconnect 2 (SMI2) links per microprocessor at up to 6.4 GT/s 



 Each microprocessor has four memory channels (each memory channel has two DDR channels, and 



each DDR channel supports three DIMMs) 



 Intel EX microprocessor + C600 series chipset (PCH) 



 HyperThreading Technology 



 Up to 32 PCIe Gen3 lanes per processor 



Note: Use the Setup utility to determine the type and speed of the microprocessors in the server. 



Memory (depending on the configuration): 



 DIMM connectors: 96 for the 4-socket and 192 for the 8-socket 



o Minimum: 8 GB (two 4 GB DIMMs) for the 4-socket and 16 GB (four 4 GB DIMMs) for the  



8-socket 



o Maximum: 6 TBs (when using all 64 GB DIMMs) for the 4-socket and 12 TBs (when using all 64 GB 



DIMMs) for the 8-socket 



 Type: PC3-12800R 1600 MHz, PC3L-12800 1600 MHz or PC3L-10600 1333 MHz Load Reduced (LR) 



single-rank, double-rank, or quad-rank, ECC, 240 pin, DDR3 registered SDRAM DIMMs only 



 Supports standard 4 GB, 8 GB, 16 GB RDIMMs, and 16 GB, 32 GB, and 64 GB LR-DIMMs 



 Supports l.35-volt registered DIMMs (see “Installing a memory module“ for more information) 
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 The server also supports 200 GB and 400 GB eXFlash DIMMs that you can install in unused DIMM 



slots to increase high performance storage capabilities. 



Drive expansion bays (depending on the configuration):  



 The server supports up to 32 drives (depending on the drive backplane configuration) per system. 



The following types of drives are supported: 



o l.8-inch hot-swap Serial Attached SCSI (SAS) solid state drives (SSD) 



o 2.5-inch hot-swap Serial Attached SCSI (SAS) hard disk drives (HDD) and solid state drives (SSD) 



PCI expansion slots (depending on your configuration): 



The server provides up to twelve PCIe adapter slots (with two I/O books installed), as listed below: 



 The base system provides the following slots: 



o Two x16 full-height slots, Gen3, 16 lanes wired (PCIe Gen3, x16) 



o One x16 full-height slot, Gen3, 8 lanes wired (PCIe Gen3, x16 (8, 4, 1) 



o Two x16 low-profile host bus adapter slots in the Storage book, Gen3, 8 lanes wired each (PCIe 



Gen3, x16 (8, 4, 1) 



o One x8 Gen3 dedicated ML adapter slot, 8 lanes wired (non-standard PCIe connector) 



 The optional half-length I/O book provides the following slots: 



o One x16 full-height slot, Gen3, 16 lanes wired (PCIe Gen3, x16) 



o Two x8 full-height slots, Gen3, 8 lanes wired each (PCIe Gen3, x8) 



 The optional full-length I/O book provides the following slots: 



o Two x16 full-height slots, Gen3, 16 lanes wired each (PCI3 Gen3, x16) 



o One x8 full-height slot, Gen2, 4 lanes wired (PCIe Gen3, x8 (4, 1) 



Note: The optional full-length I/O book also supports full-length, full height and low-profile PCIe adapters. 



Power supply: 



The server supports up to four of the following power supplies: 



 1400-watt ac input power supplies 



 900-watt ac input power supplies 



 750-watt -48 volt to -60 volt dc input power supplies 



In addition, consider the following information: 



 A base model (4-socket node) comes standard with one 900-watt or one 1400-watt power supply 



(depending on the configuration) . 



 Maximum of four 900-watt (110 or 220 V ac auto-sensing) or four 1400-watt ac (110 or 220 V ac 



auto-sensing) hot-swap power supplies for supported power supply configurations per 4-socket 



node. 



 Four 1400-watt hot-swap power supplies fed from a 220 V ac input source provides N+N 



redundancy support for a full configuration per 4-socket node. 



 Four 750-watt hot-swap power supplies fed from a -48 volt to -60 volt dc input source provides N+N 



redundancy support for limited configurations per 4-socket node. 
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 Four 900-watt or four 1400-watt hot-swap power supplies fed from a 110 V input source provides 



N+N redundancy support for limited configurations per 4-socket node. 



Hot-swap fans: 



The server supports up to 10 fan packs with dual-motor, counter-rotating, speed-controlled hot-swap fans 



(two fans in each fan pack for a total of 20 fans). 



RAID controllers: 



The following RAID adapter options are available for the server: 



 ServeRAID M5120 SAS/SATA Controller 



 ServeRAID M5210 SAS/SATA Controller 



Integrated functions: 



 Integrated management module II (IMM2), which provides service processor control and monitoring 



functions; video controller; remote keyboard, video, mouse; and remote hard disk drive capabilities 



 Light path diagnostics 



 Eight Universal Serial Bus (USB) ports:  



o Three on the front of the server (two 3.0 ports and one 2.0 port) 



o Four on the rear of the server (all 2.0 ports) 



o One internal 2.0 port for hypervisor software key 



 One 1 Gb Base-T Ethernet port systems-management connector on the rear of the server to connect 



to a systems-management network. This connector is dedicated to the IMM v2 functions and runs 



at 1 Gb speed. 



 One DB-15 serial port 



 Two DB-9 VGA ports 



Note: The optional dual-port and quad-port Ethernet adapters (with iSCSI, vNIC, TCP/IP Offload Engine 



(TOE), Fiber Channel over Ethernet (FCoE), and Wake on LAN support) can provide up to 10 Gb capability. 



Video controller (integrated into the IMM2):  



 Matrox G200eR core (two analog ports: one front and one rear that can be connected at the same 



time)  



Note: The maximum video resolution is 1600 x 1200 at 75 Hz (UXGA), with support for 1680 x 1050 



(WSXGA+) wide screen resolution. 



 DDR3 528 MHz SDRAM video memory controller 



 Avocent Digital Video Compression 



 Video memory is not expandable 
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Size: 



 Height (4-socket): 172.8 mm (6.8 inches) 



 Height (8-socket): 350.6 mm (13.8 inches 



 Depth (4-socket and 8-socket): 811.2 mm (31.9 inches) 



 Width (4-socket and 8-socket): 447 mm (17.5 inches) 



 Maximum weight (4-socket): 54.7 kg (120.3 lbs) when fully configured 



 Maximum weight (8-socket): 110 kg (242.5 lbs) when fully configures 



Acoustical noise emissions: 



4-socket system: 



 Declared sound power, idling: 6.3 bels 



 Declared sound power, operating: 6.7 bels 



8-socket system: 



 Declared sound power, idling: 6.6 bels 



 Declared sound power, operating: 7.0 bels 



Environment: 



Note: When eXFlash DIMMs are installed in the server, the Flash DIMMs supported environment is as 



follows: 



 Temperature: 5°C to 30°C (41°F to 86°F) 



 Altitude: 0 to 1000 m (3,281 ft) 



 Air temperature:  



o Server on: 5°C to 40°C (41°F to 104°F); altitude: 0 to 3050 m (10,000 ft) derate maximum dry bulb 



temperature by 1°C (1.8°F) per 175 m (574 ft) above 950 m (3,117 ft). Maximum rate of change 



20°C (68°F) per hour. 



o Server off: 5°C to 45°C (41° to 113ˋ°F) 



o Shipment: -40°C to +60°C (-40°F to 140°F) 



Note: The server is designed to the ASHRAE Class A3 guidelines. 



 Humidity range (noncondensing):  



o Server on: Minimum = higher (more moisture) of -12°C (10°F) dew point and 8% to 85% relative 



humidity; maximum dew point: 24°C (75°F) 



o Server off: 8% to 85% relative humidity; maximum dew point: 27°C (80°F) 



o Shipment: 5% to 100%  



 Particulate contamination  
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Attention: Airborne particulates and reactive gases acting alone or in combination with other 



environmental factors such as humidity or temperature might pose a risk to the server. For 



information about the limits for particulates and gases, see “Particulate contamination“. 



Airflow: 



 Ideal airflow: 35 cubic feet per minute (CFM) 



 Typical airflow: 50 CFM 



 Maximum airflow: 160 CFM 



Heat output: 



Approximate heat output:  



 Minimum configuration at idle (4-socket): 495 Btu per hour (145 watts) 



 Minimum configuration at idle (8-socket): 990 Btu per hour (290 watts) 



 Maximum configuration (4-socket): 11,840 Btu per hour (3470 watts) 



 Maximum configuration (8-socket): 23,680 Btu per hour (6940 watts) 



Electrical input: 



 Sine-wave input (50 or 60 Hz) required 



 Input voltage low range:  



o Minimum: 100 V ac 



o Maximum: 127 V ac 



 Input voltage high range:  



o Minimum: 200 V ac 



o Maximum: 240 V ac 



 Input kilovolt-amperes (kVA), approximately:  



o Minimum (4-socket): 0.030 kVA (system off) 



o Minimum (8-socket): 0.060 kVA (system off) 



o Minimum (4-socket): 0.146 kVA (idle) 



o Minimum (8-socket): 0.292 kVA (idle) 



o Typical (4-socket): 1,260 kVA 



o Typical (8-socket): 2,520 kVA 



o Maximum (4-socket): 3,505 kVA 



o Maximum (8-socket): 7,010 kVA 



Notes:  
1. Power consumption and heat output vary depending on the number and type of optional features installed 



and the power-management optional features in use. 



2. The sound levels were measured in controlled acoustical environments according to the procedures specified 



by the American National Standards Institute (ANSI) S12.10 and ISO 7779 and are reported in accordance 



with ISO 9296. Actual sound-pressure levels in a given location might exceed the average values stated 



because of room reflections and other nearby noise sources. The noise emission level stated in the declared 



(upper limit) sound-power level, in bels, for a random sample of system. 
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Security: This server is fully compliant with NIST 800-131A. The security cryptography mode set in the 



management device (the Integrated Management Module II) determines the security mode in which the server 



operates. For more information on how to set or change the security cryptography mode, see the Integrated 



Management Module II User’s Guide (8230 6978). 



The following points provide additional information: 



 Product type: Rack server 



 Year first manufactured: 2014 



 Maximum power (watts): See Power supply. 



 Idle state power (watts): 199 



 Sleep mode power (watts): Not applicable for servers. 



 Off mode power (watts): 28 



 Noise levels (the declared A-weighed sound power level of the server): See Acoustical noise emissions. 



 Test voltage and frequency: 230V/50 Hz or 60 Hz 



 Total harmonic distortion of the electricity supply system: The maximum harmonic content of the input 



voltage waveform will be equal or less than 2%. The qualification is compliant with EN 61000-3-2. 



 Information and documentation on the instrumentation setup and circuits used for electrical testing: 



ENERGY STAR Test Method for servers; ECOVA Generalized Test Protocol for Calculating the Energy 



Efficiency of Internal Ac-Dc and Dc-Dc Power Supplies. 



 Measurement methodology used to determine information in this document: ENERGY STAR Servers 



Version 2.0 Program Requirements; ECOVA Generalized Test Protocol for Calculating the Energy Efficiency 



of Internal ac-dc and dc-dc Power Supplies. 



What your server offers 



This information provides an overview of the server functions, features, capabilities, and technologies. The server 



uses the following features and technologies: 



 Dynamic System Analysis (DSA)  



The server comes with the Dynamic System Analysis (DSA) Preboot diagnostic program stored in the 



integrated USB memory on the server. DSA collects and analyzes system information to aid in diagnosing 



server problems, as well as offering a rich set of diagnostic tests of the major components of the server. DSA 



creates a DSA log, which is a chronologically ordered merge of the system-event log (as the IPMI event log), 



the integrated management module (IMM) event log (as the ASM event log), and the operating-system 



event logs. You can send the DSA log as a file to support or view the information as a text file or HTML file. 



Two editions of Dynamic System Analysis are available: DSA Portable and DSA Preboot. For more information 



about both editions, see “DSA editions“. 
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 Features on Demand software Ethernet support  



The server provides Features on Demand software Ethernet support. You can purchase a Features on 



Demand software upgrade activation key for Fiber Channel over Ethernet and iSCSI storage protocols that is 



provided through the Ethernet controller. For more information, see “Enabling Features on Demand 



Ethernet software“. 



 Features on Demand software RAID support  



The server provides Features on Demand software RAID support for RAID levels 5, 6, 50, and 60 upgrade. 



Features on Demand software RAID upgrade is integrated into the integrated management module II 



(IMM2). For more information, see “Enabling Features on Demand RAID software“. 



 Integrated management module II (IMM2)  



The integrated management module II (IMM2) combines service processor functions, video controller, and 



remote presence and blue-screen capture features in a single chip. The IMM provides advanced service-



processor control, monitoring, and alerting function. If an environmental condition exceeds a threshold or if 



a system component fails, the IMM lights LEDs to help you diagnose the problem, records the error in the 



IMM event log, and alerts you to the problem. The IMM also provides a virtual presence capability for 



remote server management capabilities. The IMM provides remote server management through the 



following industry-standard interfaces:  



 Intelligent Platform Management Interface (IPMI) version 2.0 



 Simple Network Management Protocol (SNMP) version 3.0 



 Common Information Model (CIM) 



 Web browser 



For additional information, see the Integrated Management Module II User’s Guide (8230 6978). 



 Integrated Trusted Platform Module (TPM)  



This integrated security chip performs cryptographic functions and stores private and public secure keys. It 



provides the hardware support for the Trusted Computing Group (TCG) specification. You can download the 



software to support the TCG specification, when the software is available. You can enable TPM support 



through the Setup utility under the System Security menu choice (see “Using the Setup utility“). 



 Large data-storage capacity and hot-swap capability  



The server can support a maximum of eight 2.5-inch drives or sixteen 1.8-inch drives, or a combination of 



both 2.5-inch and 1.8-inch drives when you use the supported SAS/SATA backplane configurations. For more 



information about the drives that the server supports, see “Installing drives“. 



With the hot-swap feature, you can add, remove, or replace hard disk drives without turning off the server. 
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 Large system-memory capacity  



The server can support up to 6 TB of system memory (when using 64 GB DIMMs only). Each DDR3 compute 



book provides 24 dual inline memory module (DIMM) connectors for up to 1.5 TBs of memory. The server 



memory controller supports error correcting code (ECC) for up to 96 industry-standard PC3-12800R 1600 



MHz, PC3L-12800 1600 MHz or PC3L-10600 1333 MHz Load Reduced (LR), single-rank, dual-rank, or quad-



rank, DDR3 (third-generation double-data-rate), registered, synchronous dynamic random access memory 



(SDRAM) DIMMs. 



The server also supports 200 GB and 400 GB eXFlash DIMMs. You can use Flash DIMMs to utilize unused 



DIMM slots to increase high performance storage capabilities. For additional information about installing 



Flash DIMMs, see “Flash DIMMs“. 



 Light path diagnostics  



Light path diagnostics provides LEDs to help you diagnose problems. For more information about light path 



diagnostics and the LEDs, see “LCD system information display panel“ and “Light path diagnostics LEDs 



description“. 



 Memory mirroring  



Memory mirroring provides a redundant copy of all code and data that are addressable in the configured 



memory map. Through the microprocessor memory controller chip set, memory mirroring replicates and 



stores data across DIMMs on two or four memory channels simultaneously. If a failure occurs, the memory 



controller switches from the DIMMs on the primary channel to the DIMMs on the backup channel. To enable 



memory mirroring through the Setup utility, select System Settings → Memory → Memory Mode → 



Mirroring. For information about installing DIMMs for memory mirroring, see “Memory mirroring“ and 



“Installing a memory module“ for more information. 



 Memory sparing 



The server supports memory sparing. Memory sparing reserves memory capacity for failover in the event of 



a DIMM failure, and the reserved capacity is subtracted from the total available memory. Memory sparing 



provides less redundancy than memory mirroring does. If a predetermined threshold of correctable errors is 



reached, the contents of the failing DIMM are copied to the spare memory, and the failing DIMM or rank is 



disabled. To enable memory sparing through the Setup utility, select System Settings → Memory → Memory 



Mode → Sparing. For information about installing DIMMs for memory sparing, see “Memory rank sparing“. 



 Scalable Complex 



Your server provides support for reconfiguring a multi-node server into two independent, standalone servers. 



Scalable Complex is a capability of the Integrated Management Module II (IMM2). 
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You can manage this capability in two ways: 



 Using the IMM2 web interface 



 Using the IMM2 telnet interface 



For more information, see “Configuring a multi-node system”. 



 Multi-core processors  



The server supports up to four Intel Xeon™ EX versions of the E7-48xx v2 or E7-88xx v2 Series 



microprocessors, up to fifteen-core microprocessors (depending on your configuration). A base version of 



the server comes with one DDR3 compute book, all other modules come with two DDR3 compute books. 



One microprocessor comes in each DDR3 compute book. 



 Network support  



The server comes with optional Ethernet adapters that support dual-port 1 Gb and 10 Gb connections and 



connection to a 10 Mbps, 100 Mbps, or 1000 Mbps network. For more information, see “Configuring the 



Ethernet controller“. 



 PCI Express Gen3 adapter capabilities  



The server provides up to twelve PCIe Gen3 adapter slots. See “Installing an adapter“ for more details and 



information about installing adapters. 



 Redundant connection  



The dual-port and quad-port Ethernet controller provides failover capability to a redundant Ethernet 



connection with the applicable application installed. If a problem occurs with the primary Ethernet 



connection and another Ethernet adapter is installed in the server, all Ethernet traffic that is associated with 



the primary connection is automatically switched to a secondary Ethernet connection. If the applicable 



device drivers are installed, this switching occurs without data loss and without user intervention. 



 Redundant cooling and optional power capabilities  



The server supports up to 10 fan packs (two fans in each fan pack) with dual-motor, counter-rotating, speed-



controlled hot-swap fans, which provide redundancy and hot-swap capability for a full configuration. The 



redundant cooling by the fans in the server enables continued operation if one of the fan motors fails. 



The server comes with one 900-watt or one 1400-watt hot-swap power supply. The server supports a 



maximum of four 750-watt -48 volt to -60 volt dc power supplies, four 900-watt, or four 1400-watt hot-swap 



power supplies.  



For redundancy support, two or four 900-watt or 1400-watt power supplies must be installed in the server. 



Two or four 900-watt or 1400-watt power supplies enable continued operation if any of the power supplies 
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fail or are taken off line. For the 750-watt -48 V dc power supply, the server only supports a four power-



supply configuration. 



 Remote presence and blue-screen capture features  



The remote presence and blue-screen capture features are integrated functions of the integrated 



management module (IMM). The remote presence feature provides the following functions:  



 Remotely viewing video with graphics resolutions up to 1600 x 1200 at 75 Hz, regardless of the system 



state 



 Remotely accessing the server, using the keyboard and mouse from a remote client 



 Mapping the USB flash drive on a remote client, and mapping ISO and diskette image files as virtual 



drives that are available for use by the server 



 Uploading a diskette image to the IMM memory and mapping it to the server as a virtual drive 



The blue-screen capture feature captures the video display contents before the IMM restarts the server 



when the IMM detects an operating-system hang condition. A system administrator can use the blue-screen 



capture feature to assist in determining the cause of the hang condition. 



See “Using the remote presence and blue-screen capture features“ for additional information. 



 ServeRAID support  



A ServeRAID adapter provides a hardware redundant array of independent disks (RAID) support to create 



configurations. The server comes with an integrated RAID controller, which provides RAID levels 0, 1 and 10. 



Additional optional RAID adapters, RAID cache cards, and Features on Demand software RAID are available 



for RAID levels 5, 6, 50, and 60 upgrade. 



 Call Home  



Call Home is a method to utilize the inbuilt email alert feature of the Integrated Management Module II 



(IMM2). Critical alerts (typically hardware) are sent to Unisys for analysis. For information about setting up 



Call Home through the use of the IMM2, see “6 Configuring Call Home”. 



 Systems-management capabilities  



The server comes with an integrated management module II (IMM2). When the IMM is used with the 



systems-management software that comes with the server, you can manage the functions of the server 



locally and remotely. The IMM also provides system monitoring, event recording, and network alert 



capability. The systems-management connector on the rear of the server is dedicated to the IMM. The 



dedicated systems-management connector provides additional security by physically separating the 



management network traffic from the production network. You can use the Setup utility to configure the 



server to use a dedicated systems-management network or a shared network. 
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 TCP/IP offload engine (TOE) support  



The Ethernet controllers in the server support TOE, which is a technology that offloads the TCP/IP flow from 



the microprocessor and I/O subsystem to increase the speed of the TCP/IP flow. When an operating system 



that supports TOE is running on the server and TOE is enabled, the server supports TOE operation. See the 



operating-system documentation for information about enabling TOE.  



Note: As of the date of this document, the Linux operating system does not support TOE.  



 UEFI-compliant server firmware  



The UEFI firmware offers several features, including Unified Extensible Firmware Interface (UEFI) version 2.1 



compliance, enhanced reliability, availability, and serviceability (RAS) capabilities, and basic input/output 



system (BIOS) compatibility support. UEFI replaces the BIOS and defines a standard interface between the 



operating system, platform firmware, and external devices. The server is capable of booting UEFI-compliant 



operating systems, BIOS-based operating systems, and BIOS-based adapters as well as UEFI-compliant 



adapters.  



Note: The server does not support DOS. 



Reliability, availability, and serviceability 



This topic provides an overview of the server reliability, availability, and serviceability (RAS) features. 



Three important computer design features are reliability, availability, and serviceability (RAS). The RAS features 



help to ensure the integrity of the data that is stored in the server, the availability of the server when you need it, 



and the ease with which you can diagnose and correct problems.  



Your server has the following RAS features:  



 Automatic error retry and recovery 



 Automatic restart on nonmaskable interrupt (NMI) 



 Automatic restart after a power failure 



 Backup basic input/output system switching under the control of the integrated management module (IMM) 



 Built-in monitoring for fan, power, temperature, voltage, and power-supply redundancy 



 Cable-presence detection on most connectors  



 Chipkill memory protection 



 Corrected machine check interrupt (CMCI) 



 Single-device data correction (SDDC) for x4 DRAM technology DIMMs (available on 16 GB DIMMs only). 



Ensures that data is available on a single x4 DRAM DIMM after a hard failure of up to two DRAM DIMMs. One 



x4 DRAM DIMM in each rank is reserved as a space device. 



 Diagnostic support for ServeRAID and Ethernet adapters 



 DRAM single device data correction (SDDC) 
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 Dynamic memory migration 



 Enhanced DRAM single device data correction (SDDC+1) 



 Enhanced DRAM double device data correction (SDDC+1) 



 Error codes and messages 



 Error correcting code (ECC) L3 cache and system memory 



 Failed DIMM identification 



 Full Array Memory Mirroring (FAMM) redundancy 



 Hot-swap cooling fans with speed-sensing capability  



 Hot-swap hard disk drives 



 Hot-swap and redundant power supplies 



 Integrated baseboard management controller (BMC) subsystem 



 Integrated management module (IMM) 



 LCD system information display panel 



 Light path LEDs for DIMMs, microprocessors, PCIe adapters, hard disk drives, solid state drives, power 



supplies, fans, PCIe modules, and I/O modules 



 Memory address parity protection 



 Memory demand and patrol scrubbing 



 Memory error correcting code and parity test 



 Memory downsizing (non-mirrored memory). After a restart of the server after the memory controller 



detects a non-mirrored uncorrectable error and the memory controller cannot recover operationally, the 



IMM logs the uncorrectable error and informs POST. POST logically maps out the memory with the 



uncorrectable error, and the server restarts with the remaining installed memory. 



 Memory mirroring and memory rank sparing support 



 Memory thermal throttling 



 Menu-driven setup, system configuration, and redundant array of independent disks (RAID) configuration 



programs 



 Microprocessor built-in self-test (BIST), internal error signal monitoring, internal thermal trip signal 



monitoring, configuration checking, and microprocessor and voltage regulator module failure identification 



through light path diagnostics 



 Nonmaskable interrupt (NMI) button 



 Operating system memory on-lining (capacity change) 



 Parity checking on the PCIe buses 



 PCIe hot-add and remove support 



 PCIe hot-plug (microprocessor 2 and 3 only) 



 Power management: compliance with Advanced Configuration and Power Interface (ACPI) 



 Power-on self-test (POST)  



 Predictive Failure Analysis (PFA) alerts on memory, SAS/SATA hard disk drives or solid state drives, and fans. 



 Redundant Ethernet capabilities with failover support 



 Redundant hot-swap power supplies and redundant hot-swap fans 



 Redundant network interface card (NIC) support 



 Remind button to temporarily turn off the system-error LED 
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 Remote system problem-determination support 



 ROM-based diagnostics and upgrade of flash ROM-based code and diagnostics 



 ROM checksums 



 Serial Presence Detection (SPD) on memory, VPD on system board, power supply, and hard disk drive or solid 



state drive backplanes, microprocessor and memory expansion tray, and Ethernet adapters 



 Single-DIMM isolation of excessive correctable error or multi-bit error by the Unified Extensible Firmware 



Interface (UEFI) 



 SMI clock failover 



 SMI lane failover 



 SMI packet retry 



 Solid-state drives 



 Standby voltage for systems-management features and monitoring 



 Startup (boot) from LAN through remote initial program load (RIPL) or dynamic host configuration 



protocol/boot protocol (DHCP/BOOTP) 



 System auto-configuring from the configuration menu 



 System-error logging (UEFI/POST and IMM) 



 Systems-management monitoring through the Inter-Integrated Circuit (I2C) protocol bus 



 Temperature and fan monitoring 



 Uncorrectable error (UE) detection 



 Upgradeable POST, Unified Extensible Firmware Interface (UEFI), diagnostics, IMM firmware, and read-only 



memory (ROM) resident code, locally or over the LAN 



 Vital product data (VPD) on the microprocessor and memory expansion modules, PCIe expansion modules, 



base I/O module, storage and I/O module, power supplies, and SAS/SATA (hot-swap hard disk drive or solid 



state drive) backplanes 



 Wake on LAN capability 



Server components 



The server major components include the Storage book, the LCD system information display panel, DDR3 compute 



book, Standard I/O book, half-length I/O book, full-length I/O book, fan-packs, and power supplies. 



The following illustration shows the major components in the server. The illustrations in this document might differ 



slightly from your hardware. 



Note: All of the components are interchangeable between the 4-socket and the 8-socket server, except the chassis, 



midplane, shuttle, and some microprocessors. 
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The following illustration shows the major components in the front of the server: 
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The following illustration shows the major components in the rear of the server: 



 



The following is an illustration of the 8-socket chassis, midplane, and shuttle: 



 



Blue on a component indicates touch points, where you can grip the component to remove it from or install it in 



the server, open or close a latch, and so on. 



Orange on a component or an orange label on or near a component indicates that the component can be hot-



swapped, which means that if the server and operating system support hot-swap capability, you can remove or 
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install the component while the server is running. (Orange can also indicate touch points on hot-swap 



components.) See the instructions for removing or installing a specific hot-swap component for any additional 



procedures that you might have to perform before you remove or install the component. 



Front view of the server 



This information provides an overview of the components that are accessible from the front of the server. 



The storage book, LCD system information display panel, front operator panel, front I/O panel, fan-packs 1 through 



8, and the DDR3 compute books are in the front of the server. 



The following illustration shows the components in the front of the server.  



 



Storage book 



Use this information for an overview of the controls, connectors, LEDs, and components on the storage book. 



The storage book houses the drives and drive backplanes, the front operator panel, the LCD system information 



display panel, the front I/O panel (USB 3.0/Video connectors), and the PCIe slots for the storage host bus adapters. 



Notes:  



 Power to the storage book and the storage backplanes is provided by the standard I/O book. 



 The PCIe slots on the storage book are dedicated storage host bus adapters slots. Do not install any other 



adapters in these slots. Other adapters are not supported in these slots. 



 You must power-off the server and disconnect all power cords to remove or add adapters in the PCIe slots on 



the storage book. The PCIe slots are not hot-swappable. 



 Install internal RAID adapters and the adapter flash power modules in the storage book component. 
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The storage book provides the following slots and connectors: 



 Two x16 (8, 4, 1) PCIe Gen3 low profile slots (8 GT/s) for storage host bus adapters 



o PCIe slot 12 is the primary storage slot 



o PCIe slot 11 is the secondary storage slot 



 One VGA connector 



 One USB 2.0 connectors 



 Two USB 3.0 connectors 



 The front operator panel connector 



 The LCD system information display panel connector 



The following illustration shows the connectors, LEDs, and controls that are accessible on the storage book. 
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The following illustration shows the connectors on the storage book board. 



 



 Drive status LEDs: These LEDs are on SAS or SATA hard disk drives and solid state drives. When one of 



these LEDs is lit, it indicates that the drive has failed. When this LED is flashing slowly (one flash per second), 



it indicates that the drive is being rebuilt. When the LED is flashing rapidly (three flashes per second), it 



indicates that the controller is identifying the drive. 



 Drive activity LEDs: These LEDs are on SAS or SATA hard disk drives and solid state drives. Each hot-swap 



drive has an activity LED, and when this LED is flashing, it indicates that the drive is in use. When this LED is 



solid, it indicates that the drive is powered on but not in use. 



 LCD system information display panel: This panel contains buttons that you use to navigate and select the 



system information that you want displayed in the LCD display area. The LCD system information display 



panel provides the following buttons: 



o Scroll Up button: Press this button to scroll up or scroll within in the main menu to locate and select 



the system information that you want displayed. 



o Select button: Press this button to make your selection from the menu options. 



o Scroll Down button: Press this button to scroll down or scroll within the main menu to locate and 



select the system information that you want displayed. 



 Front operator panel: This panel contains controls and LEDs that provide information about the status of 



the server. For more information about the controls and LEDs on the front operator panel, see “Front 



operator panel“. 



 Power button/LED: Press this button to turn the server on and off manually or to wake the server from a 



reduced-power state. The states of the power-on LED are as follows:  



o Off: Input power is not present, or the power supply or the LED itself has failed. 



o Flashing rapidly (3 times per second): The server is turned off and is not ready to be turned on. The 



power-on button is disabled. This lasts approximately 10 seconds after input power has been applied or 



restored. 



o Flashing slowly (once per second): The server is turned off and is ready to be turned on. You can 



press the power-on button to turn on the server. 



o Lit: The server is turned on. 
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 Locate button/LED: Press the locate button to visually locate the server among other servers. When you 



press the locate button, the LED will be lit and it will continue to be lit until you press it again to turn it off. 



This Locate button is also used as the physical presence for the Trusted Platform Module (TPM). You can use 



the IMM2 interface to light this LED remotely. This LED is controlled by the IMM2.  



 Check log LED: When this LED is lit (yellow), it indicates that there are errors that require further diagnosis. 



Check the IMM event log for additional information. See “Event logs“ for more information about event logs. 



 System-error LED: When this yellow LED is lit, it indicates that a system error has occurred. A system-error 



LED is also on the rear of the server. This LED is controlled by the IMM2. Additional information can also be 



seen on the LCD display panel (see “LCD system information display panel“ for more information). 



 Reset button: Press this button to reset the server and run the power-on self-test (POST). You might have 



to use a pen or the end of a straightened paper clip to press the button. The Reset button is near the Select 



button on the front operator panel. 



 PCIe slots 11 and 12 error LEDs: When these LEDs are lit, they indicate that an error has occurred in PCIe 



slots 11 and 12 on the storage book board. 



 Storage board error LED: When this yellow LED is lit, it indicates that an error with the storage book board 



has occurred. 



 USB 2.0 connector: Connect a USB device, such as a USB mouse, keyboard, or other device, to this 



connector. 



 USB 3.0 connectors: Connect a USB device, such as a USB mouse, keyboard, or other device, to any of 



these connectors. 



 Video connector: Connect a monitor to this connector. The video connectors on the front and rear of the 



server can be used simultaneously.  



For more information about light path diagnostics, see “Light path diagnostics“ and “Light path diagnostics LEDs 



description“. 



Front operator panel 



Use this information for an overview of the connectors, LEDs, and buttons on the server front operator panel. 



The front operator panel is on the front of the storage book. 
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The following illustration shows the LEDs and controls on the front operator panel. 



 



For information about light path diagnostics and the LEDs, see “Light path diagnostics“ and “Light path diagnostics 



LEDs description“.  



Note: The system Service Card located between the left EIA bracket and the compute book (Storage Book) in the 



front of the server also provides information about the location of the light path diagnostics LEDs. 



LCD system information display panel 



Use this information for an overview of the LCD system information display panel, which displays various types of 



information about the server. 



The LCD system information display panel is attached to the Storage book on the front of the server. The LCD 



system information display panel enables you to have quick access to system status, firmware, network, and 



health information. The following illustration shows the controls on the LCD system information display panel. 



 



 Scroll up button: Press this button to scroll up or scroll to the left in the main menu to locate and select the 



system information that you want displayed. 
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 Select button: Press this button to make your selection from the menu options. 



 Scroll down button: Press this button to scroll down or scroll to the right in the main menu to location and 



select the system information that you want displayed. 



The following is an illustration of the LCD system information display panel menu options flow. 



 



The following is an example of the information that you will see on the display panel. This example shows the 



layout of the information in the main menu when the debug feature is enabled. 



 



When you navigate through the hierarchy of the menu options on the LCD system information display panel, the 



display panel shows the information for that option, and up and down arrows appear on the side of the display 











Installation and Service Guide 



51 
8230 6986-000 



panel. When you get to the bottom of the hierarchy of the menu options, only the up arrow will be available. 



When you are at the top of the hierarchy of the menu options, only the down arrow will be available. 



For the errors submenu set, if only one error occurs, the LCD display panel will display that error. If more than one 



error occurs, the LCD display panel displays the number of errors that have occurred. If no errors occur, the no 



error menu will be available for navigation. 



To move within the menu options, use the Scroll up or Scroll down buttons, then the Select button to enter a 



submenu set. 



The LCD system information display panel displays the following types of information about the server: 



 IMM system error log (SEL) 



Note: The Scroll Down button will only function for this menu option if errors have occurred. A list of current 



errors reported by the system will be displayed. To see the system error log (SEL) and get the complete list of 



errors, go to the IMM web page (see “Logging on to the IMM web interface“). 



 System VPD information: 



o Machine type and serial number 



o Universal Unique Identifier (UUID) string 



 System firmware levels: 



o UEFI code level 



o IMM code level 



o pDSA code level 



 IMM network information: 



o IMM hostname 



o IMM dedicated MAC address 



Note: Only the MAC address that is currently in use is displayed (dedicated or shared). 



o IMM shared MAC address 



o IP v4 information 



o IP v6 address 



 System environmental information: 



o Ambient temperature 



o CPU temperature 



o AC input voltage 



o Estimated power consumption 
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DDR3 compute book 



The DDR3 compute book is in the front of the server. Each DDR3 compute book must have a minimum of one 



microprocessor, one DIMM, and one fan-pack installed. It provides the following connectors and slots: 



 One microprocessor socket 



 24 DDR3 DIMM connectors  



 Two 60 mm counter-rotating fan bays 



The DDR3 compute book also provides a light path button. Press this button to light the LEDs on the board when 



the compute book has been removed from the server. Any LEDs that were lit before the compute book was 



removed from the server will be lit when the light path button is pressed. 



The following illustration shows the front view of the DDR3 compute book: 
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The following illustration shows the location of the microprocessor and DIMM connectors on the microprocessor 



side of the DDR3 compute book board: 



 



The following illustration shows the location of the DIMM connectors on the non-microprocessor side of the DDR3 



compute book board: 



 



For more notes and information about what you need to consider when you install this DDR3 compute book and 



for installation instructions, see “Installing a DDR3 compute book“. For more information about installing DIMMs, 



see “Installing a memory module“. 



Rear view of the server 



This section provides an overview of the modular components that are accessible from the rear of the server. 



The standard I/O book, half-length I/O book, the full-length I/O book, fan-packs 9 and 10, and the power supplies 



are accessible from the rear of the server. 
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The following illustrations show the components and bays on the rear of the server. 



 



Standard I/O book 



Use this information for an overview of the system standard I/O book. 



The components in the server standard I/O book are the minimum set of I/O components to form a server. The 



standard I/O book is not a hot-swap module. Therefore, you must power the server off and disconnect all power 



cords before you install and remove components from the standard I/O book. 



Notes:  



 If you are installing external RAID adapters that come with a flash power module, the adapters must be 



installed in PCIe slots 7, 8, and 9 in the standard I/O book. Install the adapter flash power modules in the slots 



in the air baffle in the standard I/O book. Other PCIe adapters that do not come with a flash power module 



can also be installed in the standard I/O book. 



 You can install up to three flash power modules in the standard I/O book. 



 You can install only ML2 Ethernet adapters in PCIe slot 10 of the standard I/O book. See “Supported ML2 



(Ethernet) adapters“ for more information about the Ethernet adapters. 



 The standard I/O book is connected to microprocessors 1 and 2. The standard I/O book PCIe buses are also 



connected to microprocessors 1 and 2. 
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The following is an illustration of the standard I/O book: 



 



 3V battery error LED: When this LED is lit, it indicates that a standard I/O book battery error has occurred. 



 Ethernet connectors: Use either of these connectors to connect the server to a network. When you use 



the Ethernet 1 connector, the network can be shared with the IMM through a single network cable. 



 Ethernet activity LEDs: When these LEDs are lit, they indicate that the server is transmitting to or receiving 



signals from the Ethernet LAN that is connected to the Ethernet port. 



 Ethernet link LEDs: When these LEDs are lit, they indicate that there is an active link connection on the 



100BASE-TX, 1000BASE-TX, or 10GBASE-TX interface for the Ethernet port. 



 Ethernet adapter slots: Insert the dual-port or quad-port Ethernet adapters into these slots. 



 I/O board error LED: When this LED is lit, it indicates that an error has occurred on the standard I/O book 



board. 



 Locate LED: Use this LED to visually locate the server among other servers. IMM can be used to turn this 



LED on and off. This LED is functionally equivalent to the locate LED on the front of the server. 



 NMI button: Press this button to force a nonmaskable interrupt to the microprocessor. You might have to 



use a pen or the end of a straightened paper clip to press the button. You can also use it to force a blue-



screen memory dump. Use this button only when you are directed to do so by support personnel. 



 Serial connector: Connect a 9-pin serial device to this connector. The serial port is shared with the 



integrated management module (IMM). The IMM can take control of the shared serial port to redirect serial 



traffic, using Serial over LAN (SOL).  



 System-error LED: When this LED is lit, it indicates that a system error has occurred. An LED on the front 



operator panel is also lit to help isolate the error. This LED is functionally equivalent to the system-error LED 



on the front of the server. 



 Systems-management Ethernet connector: Connect to this connector to manage the server, by using a 



dedicated management network. If you use this connector, the IMM cannot be accessed directly from the 



production network. A dedicated management network provides additional security by physically separating 
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the management network traffic from the production network. You can use the Setup utility to configure the 



server to use a dedicated systems-management network or a shared network. 



 USB 2.0 connectors: Connect a USB device, such as a USB mouse, keyboard, or other device, to any of 



these connectors. 



 Video connector: Connect a monitor to this connector. The video connectors on the front and rear of the 



server can be used simultaneously.  



Note: The maximum video resolution is 1600 x 1200 at 75 Hz. 



The following is an illustration of the standard I/O book board: 



 



The server standard I/O book board provides the following slots, connectors, and integrated features: 



 Integrated Management Module v.2 (IMM2) 



 Real Time Management Module (RTMM) 



 One ML adapter slot 



 Three PCIe Gen3 slots (8 gigatransfers per second (GT/s))  



 Five USB 2.0 connectors 



 One internal USB 2.0 connector for Hypervisor flash USB device 



 Four rear USB 2.0 connectors 



 Two Trusted Platform Modules (TPM) 



The standard I/O book is connected to compute book 1 and compute book 2. The standard I/O book PCIe buses are 



also connected to compute books 1 and 2. 
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Half-length I/O book 



Use this information for an overview of the half-length I/O book. 



The half-length I/O book installs in the rear of the server. The server provides the ability to concurrently hot-add or 



hot-remove PCIe adapters in this I/O book. 



Note: The ability to hot-plug the half-length I/O book is dependent on the operating system. If the operating system 



does not support PCIe hot-plug, the addition or removal of a half-length I/O book might cause an unrecoverable 



system error. 



The half-length I/O book provides three PCIe Gen3 slots for half-length adapters. The I/O book provides the 



following slots: 



 Three PCIe Gen3 slots 



 Two x8 slots 



 One x16 slot 



The following illustration shows the PCIe slots on the half-length I/O book board. 
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The following illustration shows the connectors, LEDs, and controls on the half-length I/O book. 



 



 Slot error LEDs: The states of the slot error LEDs are as follows: 



 Off: The slot or adapter is in normal operation. 



 On: A slot error has occurred. 



 Slot power LEDs: The states of the power LEDs are as follows: 



 Off: Input power to the slot is not present. 



 On: Power to the slot is present. You cannot remove the I/O book from the server until the power 



LEDs on all three slots are off. 



 Blinking: The slot is in the process of powering on or off. Do not remove the half-length I/O book from 



the server. 



 Power button: Press this button to power the I/O book PCIe slots off or on. The power LED for each slot 



blinks until all of the power LEDs for the slots are on or off (not blinking) 



For notes and information about what you need to consider when you install this I/O book and instructions on how 



to install it in the server, see “Installing the half-length I/O book“. 



Full-length I/O book 



The full-length I/O book installs in the rear of the server. The server provides the ability to concurrently hot-add or 



hot-remove PCIe adapters in the I/O book. 
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Notes:  



 The ability to hot-add the full-length I/O book is dependent on the operating system. If the operating system 



does not support hot-plug, the addition or removal of a full-length I/O book might cause an unrecoverable 



system error. 



  Attention: 



 If the I/O bay is not populated with a full-length I/O book when the operation system boots or the 



operating system is still running, a full-length I/O book cannot be hot-added to the I/O bay (due to 



insufficient resources). 



 If the I/O bay has a full-length I/O book installed when the operating system boots, you can hot-swap 



the full-length I/O book. 



 This I/O book supports both half-length, full-height and full-length, full-height PCIe Gen3 and Gen2 adapters. 



 This I/O book has two PCIe auxiliary power connectors (one 6-pin for 75W extra power and one 8-pin for 



150W extra power. 



 When you install a double-wide adapter in one of the x16 slots on this I/O book, the x8 slot is no longer usable 



and the other x16 slot might not be usable due to limited power available for the I/O book. 



The optional full-length I/O book provides three PCIe Gen3 and Gen2 slots for full-length and low-profile adapters. 



Note: The full-length I/O book adds a 3-inch mechanical extension to the base length dimension of the server 



chassis to support full-length adapters. 



This I/O book provides the following slots. 



 Three PCIe slots 



 Two PCIe Gen3 x16 slots 



 One PCIe Gen2 x8 (4, 1) slot 



The following illustration shows the PCIe slots on the full-length I/O book board: 
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The following illustration shows the connectors, LEDs, and controls on the full-length I/O book: 



 



 Slot error LEDs: The states of the slot error LEDs are as follows: 



o Off: The slot or adapter is in normal operation. 



o On: A slot error has occurred. 



 Slot power LEDs: The states of the power LEDs are as follows: 



o Off: Input power to the slot is not present. 



o On: Power to the slot is present. You cannot remove the I/O book from the server until the power LEDs 



on all three adapter slots are off. 



o Blinking: The slot is in the process of powering on or off. Do not remove the I/O book from the server. 



 Power button: Press this button to power the full-length I/O book PCIe slots off or on. The power LED for 



each slot blinks until all of the power LEDs for the slots are on or off (not blinking) 



For notes and information about what you need to consider when you install this I/O book and instructions on how 



to install it in the server, see “Installing the full-length I/O book“. 



Power supplies 



Use this information for an overview of the type of power supply modules that the server supports. 



The server supports up to four 900-watt ac power supplies, 1400-watt ac power supplies, or 750-watt -48 volt dc 



power supplies. For more information about the supported power supplies and instructions on how to install the 



power supplies, see “Installing power supplies“, “Installing a 1400-watt or 900-watt hot-swap power supply“ and 



“Installing a 750-watt -48 volt to -60 volt dc power supply“. 
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The following points describe the types of power supplies that the server supports and other information that you 



must consider when you install power supplies: 



Notes:  



 The server default power supply configuration setting, when shipped from the factory, is non-redundant 



mode with throttling enabled for both the ac and dc power supply models. If you want to change the mode to 



redundancy mode, you must use IMM2 web interface to set and change the power supply Power Policy and 



System Power Configurations options settings. You can set and change the policies and configurations using 



the IMM2 web interface, CIM, or the Advanced Settings Utility. You cannot set or change the Power Policy or 



System Power Configurations options setting using the UEFI Setup utility. For more information, see “Setting 



power supply power policy and system power configurations“. 



 You cannot mix ac and dc power supplies in the server. 



 The server supports ac power supply configurations at both 220 V ac and 110 V ac. 



 The power supply bays are divided into two power domains. Power supply bays 1 and 3 are in power domain 



A and power supply bays 2 and 4 are in power domain B. 



 You must use a power-supply spacer when installing the 750-watt -48 volt dc power supplies and the 900-



watt power supplies. 



The power supply modules have the following LEDs: 



 AC power LED: Each hot-swap power supply has an ac power LED and a dc power LED. When the ac power 



LED is lit, it indicates that sufficient power is being supplied to the power supply through the power cord. 



During normal operation, both the ac and dc power LEDs are lit. For any other combination of LEDs, see 



“Power-supply LEDs“. 



 DC power LED: Each hot-swap power supply has a dc power LED and an ac power LED. When the dc power 



LED is lit, it indicates that the power supply is supplying adequate dc power to the system. During normal 



operation, both the ac and dc power LEDs are lit. For any other combination of LEDs, see “Power-supply 



LEDs“ 



 Power supply error LED: When this yellow LED is lit, it indicates that a power supply error has occurred. 



Jumpers, switches, and buttons on standard I/O book board 



This topic provides the location and information about the jumpers, switches, and buttons on the standard I/O 



book board. 



Note: If there is a clear protective sticker on the top of the switch block, you must remove and discard it to access 



the switch. 
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The following illustration shows the location of the switches, jumper, and button on the server. 



 



The following table describes the jumper on the standard I/O book board. 



Table 2. Standard I/O book jumper 



Jumper number Jumper name Jumper setting  



J35 IMM security jumper  Pins 1 and 2: Removes the 



security check, allowing 



unsigned IMM firmware. 



 Pins 2 and 3: (default) Allows 



only signed IMM firmware to 



be flashed. 



Note: If no jumper is present, the server responds as if the pins are set to the default.  
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The following table describes the functions of the SW1 switch block on the standard I/O book board. 



Table 3. Standard I/O book board SW1 switch block descriptions 



Switch number Default position Description 



1 Off Power-on password override. Changing the 



position of this switch bypasses the power-on 



password check the next time the server is 



turned on and starts the Setup utility so that 



you can change or delete the power-on 



password. You do not have to move the switch 



back to the default position after the power-on 



password in overridden.  



Changing the position of this switch does not 



affect the administrator password check if an 



administrator password is set. 



See “Passwords“ for additional information 



about passwords. 



2 Off Reserved 



3 Off Reserved 



4 Off Reserved 



5 Off Reserved 



6 Off Reserved 



7 Off Force UEFI backup bank. Changing the position 



of the switch to ON will force the system to 



boot from the backup UEFI bank. 



Important: 



1. Before you change any switch settings or move any jumpers, turn off the server; then, disconnect all power 



cords and external cables. Review the information in “Safety“, “Installation guidelines“, “Handling static-



sensitive devices“, and “Turning off the server“. 



2. Any standard I/O book board switch or jumper blocks that are not shown in the illustrations in this document 



are reserved. 
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The following table describes the functions of the button on the standard I/O book board: 



Table 4. Button on the standard I/O book server 



Button 



name  Function 



NMI 



button 



This button is on the rear of the standard I/O book. Press this button to force a nonmaskable interrupt to 



the microprocessor. You might have to use a pen or the end of a straightened paper clip to press the 



button. You can also use it to force a blue-screen memory dump (use this button only when you are 



directed to do so by support personnel).  



Server power features 



When the server is connected to a suitable input power source but is not turned on, the operating system does not 



run, and all core logic except for the service processor (the integrated management module) is shut down; 



however, the server can respond to requests to the service processor, such as a remote request to turn on the 



server. The power-on LED flashes and indicates that the server is connected to input power but is not turned on. 



Turning on the server 



Approximately 5 seconds after the server is connected to input power, one or more fans might start running and 



the power-on LED flashes quickly. After the power-on button becomes active, the power-on LED flashes one flash 



per second. You can turn on the server by pressing the power-on button. 



If a system input power source failure occurs while the server is turned on, the server will restart automatically 



when power is restored.  



Note: To disable this feature in the server Setup utility (see “Using the Setup utility“), select System Settings → 



Integrated Management Module → Power Restore Policy. 



Turning off the server 



When you turn off the server and leave it connected to input power, the server can respond to requests to the 



service processor (the integrated management module), such as a remote request to turn on the server. While the 



server remains connected to input power, one or more fans might continue to run. To remove all power from the 



server, you must disconnect it from the power source. 



Some operating systems require an orderly shutdown before you turn off the server. See your operating-system 



documentation for information about shutting down the operating system. 
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Statement 5 



 



CAUTION: 



The power control button on the device does not turn off the electrical current supplied to the device. The device 



also might have more than one power cord. To remove all electrical current from the device, ensure that all power 



cords are disconnected from the power source. 



 



The server can be turned off in any of the following ways:  



 You can turn off the server from the operating system, if your operating system supports this feature. After 



an orderly shutdown of the operating system, the server will turn off automatically. 



 You can press the power-on button to start an orderly shutdown of the operating system and turn off the 



server, if your operating system supports this feature.  



 If the operating system stops functioning, you can press and hold the power-on button for more than 4 



seconds to turn off the server. 



 The integrated management module (IMM) can turn off the server as an automatic response to a critical 



system failure. 
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4 Installing optional devices 



Note: The information and procedures in this documentation apply to both the 4-socket and the 8-socket 



configurations of the server, unless otherwise specified. Most of the illustrations in the documentation show the  



4-socket configuration of the server. 



This information provides detailed instructions for installing optional hardware devices in the server. 



Attention: Installing the wrong firmware or device-driver update might cause the server to malfunction. Before 



you install a firmware or device-driver update, read any readme and other files that are provided with the 



downloaded update. These files contain important information about the update and the procedure for installing 



the update, including any special procedure for updating from an early firmware or device-driver version to the 



latest version. 



Important: To help ensure that the devices that you install work correctly and do not introduce problems, observe 



the following precautions: 



1. Before you install optional hardware devices, make sure that the server is working correctly. Start the server 



and make sure that the operating system starts (if an operating system is installed) or that a 19990305 error 



code is displayed, which indicates that an operating system was not found but the server is otherwise 



working correctly. If the server is not working correctly, see “Running the DSA Preboot diagnostic programs“ 



for information about how to run diagnostics. 



2. Make sure that the server and the installed firmware levels support the devices that you are installing. If 



necessary, update the UEFI and IMM firmware and any other firmware that is stored on the standard I/O 



book board. For information about where firmware is stored in the server, see “Updating the firmware“. For 



a list of supported optional devices for the server, see the support site. 



3. Use the best practices to apply current firmware and device-driver updates for the server and optional 



devices. For firmware and drivers, see the support site. Go to the ES7000 Model 7600R G4 Product Support 



site page, click Drivers and Downloads. 



4. Follow the installation procedures and use the correct tools. Incorrectly installed devices can cause system 



failure because of damaged pins in sockets or connectors, loose cabling, or loose components. 



Installation guidelines 



For safety and proper installation, you need to follow certain guidelines when you install the server and devices in 



the server. 



Attention: Static electricity that is released to internal server components when the server is powered on might 



cause the system to halt, which might result in the loss of data. To avoid this potential problem, use an 



electrostatic-discharge wrist strap and plug it into the Electrostatic-discharge connector on the front of the server 



(near the video connector) or other grounding system when you remove or install a hot-swap device. 
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Before you install optional devices, consider these points:  



 Read the safety information. (See “Safety“ and the guidelines in “Handling static-sensitive devices“.) This 



information will help you work safely. 



 Make sure that the devices that you are installing are supported. See the support site, specifically the ES7000 



Model 7600R G4 Product Support site page. 



 Before you install optional hardware, make sure that the server is working correctly. Start the server, and 



make sure that the operating system starts (if an operating system is installed) or that it boots through POST. 



If the server is not working correctly, see “Running the DSA Preboot diagnostic programs“ for information 



about how to run diagnostics. 



 When you install your new server, take the opportunity to download and apply the most recent firmware 



updates. This step will help to ensure that any known issues are addressed and that your server is ready to 



function at maximum levels of performance. To download firmware updates for your server, go to the 



support site, specifically the ES7000 Model 7600R G4 Product Support site and click Drivers and Downloads. 



Important: Some cluster solutions require specific code levels or coordinated code updates. If the device is 



part of a cluster solution, verify that the latest level of code is supported for the cluster solution before you 



update the code. 



 Observe good housekeeping in the area where you are working. Place removed parts in a safe place. 



 Do not attempt to lift an object that you think is too heavy for you. If you have to lift a heavy object, observe 



the following precautions:  



 Make sure that you can stand safely without slipping. 



 Distribute the weight of the object equally between your feet. 



 Use a slow lifting force. Never move suddenly or twist when you lift a heavy object. 



 To avoid straining the muscles in your back, lift by standing or by pushing up with your leg muscles. 



 Make sure that you have an adequate number of properly grounded electrical outlets for the server, 



monitor, and other devices. 



 Back up all important data before you make changes to disk drives. 



 Have a Phillips screwdriver available for the heatsinks. 



 You do not have to turn off the server to install or replace hot-swap power supplies, hot-swap fans, or hot-



plug Universal Serial Bus (USB) devices. However, you must turn off the server before you perform any steps 



that involve removing or installing adapter cables. 



 Blue on a component indicates touch points, where you can grip the component to remove it from or install 



it in the server, open or close a latch, and so on. 



 Orange on a component or an orange label on or near a component indicates that the component can be 



hot-swapped, which means that if the server and operating system support hot-swap capability, you can 



remove or install the component while the server is running. (Orange can also indicate touch points on hot-



swap components.) See the instructions for removing or installing a specific hot-swap component for any 



additional procedures that you might have to perform before you remove or install the component. 



 When you are finished working on the server, reinstall all safety shields, guards, labels, and ground wires. 
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System reliability guidelines 



To help ensure proper system cooling and system reliability, make sure that the following requirements are met:  



 Each of the drive bays has a drive or a filler panel and electromagnetic compatibility (EMC) shield installed in 



it. 



 Each of the power-supply bays has a power supply or a filler installed in it. 



 There is adequate space around the server to allow the server cooling system to work properly. Leave 



approximately 50 mm (2.0 in.) of open space around the front and rear of the server. Do not place objects in 



front of the fans. For proper cooling and airflow, replace the server cover before you turn on the server. 



 You have followed the cabling instructions that come with optional adapters. 



 You have replaced a hot-swap fan within 30 seconds of removal. 



 You have replaced a hot-swap drive within 2 minutes of removal. 



 You have replaced a failed hot-swap power supply within 2 minutes of removal. 



 You do not operate the server without the air baffles installed. Operating the server without the air baffles 



might cause the device to overheat. 



Handling static-sensitive devices 



This information can guide you to prevent damage to the server and other electronic devices from static electricity. 



Attention: Static electricity can damage the server and other electronic devices. To avoid damage, keep static-



sensitive devices in their static-protective packages until you are ready to install them. 



To reduce the possibility of damage from electrostatic discharge, observe the following precautions:  



 Limit your movement. Movement can cause static electricity to build up around you. 



 Handle the device carefully, holding it by its edges or its frame. 



 Do not touch solder joints, pins, or exposed circuitry. 



 Do not leave the device where others can handle and damage it. 



 While the device is still in its static-protective package, touch it to an unpainted metal surface on the outside 



of the server for at least 2 seconds. This drains static electricity from the package and from your body. 



 Remove the device from its package and install it directly into the server without setting down the device. If 



it is necessary to set down the device, put it back into its static-protective package. Do not place the device 



on the server cover or on a metal surface.  



 Take additional care when you handle devices during cold weather. Heating reduces indoor humidity and 



increases static electricity. 



Installing a memory module 



The following points describe the types of dual inline memory modules (DIMMs) that the server supports and 



other information that you must consider when you install DIMMs. (See “DDR3 compute book“ for the location of 



the DIMM connectors.) 
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Note: The information and installation procedures in this documentation apply to both the 4-socket and the 8-



socket configurations of the server unless otherwise specified. Most of the illustrations in the documentation show 



the 4-socket configuration of the server. 



 Confirm that the server supports the DIMM that you are installing. (See the support site.) 



 When you install or remove DIMMs, the server configuration information changes. When you restart the 



server, the system displays a message that indicates that the memory configuration has changed. You can 



use the Setup utility to view the server configuration information, see “Using the Setup utility“ for more 



information. 



 The server supports industry-standard double-data-rate 3 (DDR3), PC3-12800R 1600 MHz, PC3L-12800 1600 



MHz or PC3L-10600 1333 MHz Load Reduced (LR), single-rank, dual-rank, quad-rank, or octal-rank, 



registered, synchronous dynamic random-access memory (SDRAM) dual inline memory modules (DIMMs) 



with error correcting code (ECC). 



 The server also supports 200 GB and 400 GB eXFlash DIMMs. You can use Flash DIMMs to utilize unused 



DIMM slots to increase high performance storage capabilities. You can use Flash DIMMs as block storage or 



storage cache. For additional information about Flash DIMM installation and requirements, see “Flash 



DIMMs“. 



 You use the same installation procedure to remove or install Flash DIMMs as you do to remove and install 



the other DIMMs in the server. 



 Higher capacity (ranked) DIMMs must be installed first. Follow the population sequence for the appropriate 



mode. 



 The server supports a maximum of 8 ranks (octal-rank) per DDR3 channel. 



Note: LR-DIMMs might exceed 8 ranks per channel through rank multiplication. 



 The server supports the DDR3 DIMMs listed in the following table: 



Table 5. Supported DDR3 DIMMs 



Capacity Density Ranks Organization Form factor Voltage Type 



Bandwidth 



(MHz) 



4 GB 2 Gb 1R 512Mb x4 Low profile 1.35V RDIMM 1600 MHz 



8 GB 4 Gb 1R 1024Mb x4 Low profile 1.35V RDIMM 1600 MHz 



16 GB 4 Gb 2R 1024Mb x4 Low profile 1.35V RDIMM 1600 MHz 



32 GB 4 Gb 4R 1024Mb x4 Low profile 1.35V LR-DIMM 1600 MHz 



64 GB 4 Gb 8R 1024Mb x4 Low profile 1.35V LR-DIMM 1333 MHz 



 The RDIMM and LR-DIMM options that are available for the server are 4 GB, 8 GB, 16 GB, 32 GB, and 64 GB. 
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 RDIMMs are available in 4 GB, 8 GB, and 16 GB 



 LR-DIMMs are available in 32 GB and 64 GB 



 The server supports 1.35-volt (low-voltage) registered DIMMs, depending on the memory configuration 



settings in the Setup utility; it can also operate at 1.5-volt. 



 The following table provides information about the maximum amount of memory that the server can 



support when you fully populate the server with compute books (using 64 GB DIMMs).  



Table 6. The maximum amount of memory that the server supports 



Number of compute books installed in the 



server Number of DMMs installed Maximum memory 



1  24 DIMMs  1.5 TBs 



2  48 DIMMs 3 TBs 



3 72 DIMMs 4.5 TBs 



4 96 DIMMs 6 TBs 



5 120 DIMMs 7.5 TBs 



6 144 DIMMs 9 TBs 



7 168 DIMMs 10.5 TBs 



8 192 DIMMs 12 TBs 



  Total = 12 TBs of memory 



Notes:  



 The 4-socket configuration can support a maximum 6 TBs of memory, and the 8-socket configuration 



can support a maximum of 12 TBs of system memory when the server is fully populated with compute 



books using 64 GB DIMMs. 



 The amount of usable memory is reduced, depending on the system configuration. A certain amount of 



memory must be reserved for system resources. To view the total amount of installed memory and the 



amount of configured memory, run the Setup utility. For additional information, see “Configuring the 



server“. 





file:///C:/IBMrebrand/8230%206986-000/nn1em_r_ugch3confgserver.html%23nn1em_r_ugch3confgserver


file:///C:/IBMrebrand/8230%206986-000/nn1em_r_ugch3confgserver.html%23nn1em_r_ugch3confgserver








Installation and Service Guide 



71 
8230 6986-000 



 Each compute book has four memory channels, eight DDR3 channels (two DDR3 channels per memory 



channel), and each DDR3 channel supports three DIMMs as shown in the following illustration: 



 



The following table provides another illustration of the DIMM connector on each DDR3 channel for each 



memory channel that is associated with each compute book. 



Table 7. DIMM connector slots in the compute book that is associated with each memory channel 



and DDR3 channel 



Microprocessor memory 



channels DDR3 channels  DIMM connector  DDR3 slot number  



Channel 0 DDR3 channel 0 9 Slot 0  



8 Slot 1 



7 Slot 2 



DDR3 channel 1 15 Slot 0 



14 Slot 1 



13 Slot 2 
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Table 7. DIMM connector slots in the compute book that is associated with each memory channel 



and DDR3 channel 



Microprocessor memory 



channels DDR3 channels  DIMM connector  DDR3 slot number  



Channel 1 DDR3 channel 0 19 Slot 0 



20 Slot 1 



21 Slot 2 



DDR3 channel 1 1 Slot 0 



2 Slot 1 



3 Slot 2 



Channel 2 DDR3 channel 0 6 Slot 0 



5 Slot 1 



4 Slot 2 



DDR3 channel 1 24 Slot 0 



23 Slot 1 



22 Slot 2 



Channel 3 DDR3 channel 0 16 Slot 0 



17 Slot 1 



18 Slot 2 



DDR3 channel 1 10 Slot 0 



11 Slot 1 



12 Slot 2 



 When you replace a DIMM, the server provides automatic DIMM enablement capability without requiring 



you to use the Setup utility to enable the new DIMM manually. 



 The maximum operating speed of the server is determined by the slowest DIMM in the server. 
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 A minimum of one DIMM must be installed for each compute book. For example, you must install a 



minimum of two DIMMs if the server has two compute books (one in each compute book). If you install four 



compute books in the server, you must install a minimum of four DIMMs (one DIMM in each compute book). 



Notes:  



o When one DIMM per compute book is installed, system performance can be slow. 



o For best performance, install DIMMs evenly across all four memory channels for each compute 



book. 



 The server supports two operating modes, independent memory mode and lockstep memory mode. Both 



modes support memory-mirroring and memory rank sparing. For more information about memory mirroring, 



see “Memory mirroring“. For more information about memory rank sparing, see “Memory rank sparing“.  



o Independent memory mode: This mode provides the most efficient performance. It supports 



single-device data correction (SDDC) for x4 SDRAM technology. All cache lines are handled on an 



individual basis by the memory controller. Each DDR3 channel provides 8 x 8 byte data transfers 



(64 byte cache line is provided per channel). For more information on the independent memory 



mode, see “Independent memory mode“. 



o Lockstep memory mode: This mode provides the best memory RAS features. It supports dual-



device data correction (DDDC) for x4 SDRAM technology. The memory controller handles all 



cache lines across the two DDR3 channels (Channel 0 and Channel 1) on each memory channel. 



Each DDR3 channel provides 4 x 8 byte data transfers (64 byte cache line is provided per channel 



pair). For more information about the lockstep memory mode, see “Lockstep memory mode“. 



For more information and DIMM population sequence for independent memory mode, see “Memory mirroring in 



independent memory mode“ and “Memory rank sparing in independent mode“. For more information and the 



DIMM population sequence for lockstep memory mode, see “Memory mirroring in lockstep mode“ and “Memory 



rank sparing in lockstep mode“. 



Flash DIMMs 



The server provides support for eXFlash DIMMs. You can use Flash DIMMs in unused DIMM slots for solid state 



drive storage on the server. For more information about installing DIMMs, see “Installing a memory module“. 



Flash DIMMs are only supported in Independent memory mode. For more information about DIMM installation 



sequence for Independent memory mode, see “Independent memory mode“. The DIMM installation order for 



Flash DIMMs follows the independent mode (performance) installation order. 



When you install Flash DIMM, consider the following information: 



 RDIMMs must be installed in the server with Flash DIMMs. You cannot install all Flash DIMMs in the server. 



 RDIMMs must be installed first; then you can install Flash DIMMs. 



 When you install Flash DIMMs, do not leave an empty DIMM slot between installed DIMMs. 
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 For both the 4- and 8-socket configurations, one Flash DIMM can be installed in each DDR3 channel. A 



maximum of 8 Flash DIMMs can be installed in each compute book. A maximum of 32 Flash DIMMs can be 



installed in the server. In the 8-socket configuration of the server, the Flash DIMMs must be installed in the 



bottom node only.  



 Mixing of LRDIMMs and Flash DIMMs in the same server is not supported.  



 Flash DIMMs are supported in Independent memory mode only. 



 Flash DIMMs are not supported in Lockstep memory mode, memory mirroring, or memory rank sparing. 



 The supported Flash DIMM configurations are 1, 2, 4, 8, 16, and 32. 



 The same level of firmware should be installed on all Flash DIMMs in the server. 



 When you install Flash DIMMs in the server, see "Environment" in the “Server features and specifications“ 



section for the supported environment information for Flash DIMMs. 



 If you install eXFlash DIMMs on the Red Hat and SLES operating systems, keep in mind that the server 



supports only Red Hat Enterprise Linux version 6.5 or later and SUSE Linux Enterprise Server (SLES) version 11 



SP3 or later operating systems. 



When you install Flash DIMMs, follow the same installation order for the Independent memory mode with 



mirroring disabled as shown in the following table: 



Table 8. DIMM population sequence for independent memory mode 



DIMM installation order 



Independent mode with memory 



mirroring disabled 



Independent mode with memory 



mirroring enabled 



1 DIMM connector 9 DIMM connectors 9 and 19 



2 DIMM connector 6 DIMM connectors 6 and 16 



3 DIMM connector 1 DIMM connectors 1 and 15 



4 DIMM connector 10 DIMM connectors 10 and 24 



5 DIMM connector 15 DIMM connectors 8 and 20 



6 DIMM connector 24 DIMM connectors 5 and 17 



7 DIMM connector 19 DIMM connectors 2 and 14 



8 DIMM connector 16 DIMM connectors 11 and 23 



9 DIMM connector 8 DIMM connectors 7 and 21 



10 DIMM connector 5 DIMM connectors 4 and 18 



11 DIMM connector 2 DIMM connectors 3 and 13 
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Table 8. DIMM population sequence for independent memory mode 



DIMM installation order 



Independent mode with memory 



mirroring disabled 



Independent mode with memory 



mirroring enabled 



12 DIMM connector 11 DIMM connectors 12 and 22 



13 DIMM connector 14   



14 DIMM connector 23   



15 DIMM connector 20   



16 DIMM connector 17   



17 DIMM connector 7   



18 DIMM connector 4   



19 DIMM connector 3   



20 DIMM connector 12   



21  DIMM connector 13   



22 DIMM connector 22   



23 DIMM connector 21   



24 DIMM connector 18   



Memory mirroring 



Memory-mirroring replicates and stores data on DIMMs across all four memory channels for the compute book 



and DDR3 channels simultaneously. If a failure occurs, the memory controller switches from the DIMMs on the 



primary channels to the DIMMs on the backup channels. To enable memory mirroring through the Setup utility, 



select System Settings → Memory → Memory Mode.  



For more information, see “Using the Setup utility“. For more information about installing DIMMs, see “Installing a 



memory module“. For more information and the DIMM population sequence for memory mirroring, see “Memory 



mirroring in independent memory mode“ and “Memory mirroring in lockstep mode“. 



Memory mirroring is supported in independent mode and lockstep mode. 
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When you use the memory mirroring feature, consider the following information: 



 The server supports single-socket memory mirroring. The compute book memory channel 0 mirrors memory 



channel 1, and memory channel 2 mirrors memory channel 3. This mirroring provides redundancy in memory 



but reduces the total memory capacity in half. 



 DIMMs must be installed in pairs for each compute book when using the memory mirroring feature. 



 The DIMM population must be identical (size, organization, etc.) for memory channel 0 and memory channel 



1, and identical for memory channel 2 and memory channel 3. 



 Memory mirroring reduces the maximum available memory by half of the installed memory. For example, if 



the server has 64 GB of installed memory, only 32 GB of addressable memory is available when memory 



mirroring is enabled. 



Memory rank sparing 



The server supports memory rank sparing. Memory rank sparing reserves memory capacity for failover in the 



event of a DIMM failure, and the reserved capacity is subtracted from the total available memory. Memory sparing 



provides less redundancy than memory mirroring does. If a predetermined threshold of correctable errors is 



reached, the contents of the failing DIMM are copied to the spare memory, and the failing DIMM or rank is 



disabled. 



To enable memory sparing through the Setup utility, select System Settings → Memory → Memory Mode. 



For more information about installing DIMMs, see “Installing a memory module“. For more information and the 



DIMM population sequence for memory rank sparing, see “Memory rank sparing in independent mode“ and 



“Memory rank sparing in lockstep mode“. 



Memory-sparing is supported in both independent memory mode and lockstep memory mode. 



The DIMM installation order for memory rank sparing follows the independent mode (performance) or lockstep 



mode (RAS) installation order based on the mode of operation selected. For more information, see “Independent 



memory mode“, and “Lockstep memory mode“. 



When you use the memory rank sparing feature, consider the following information: 



 Memory rank sparing is not supported if memory mirroring is enabled. 



 The spare rank must have identical or larger memory capacity than all the other ranks on the same DDR3 



channel. 



 When single-rank DIMMs (that is, 4 GB and 8 GB) are used, a minimum of two rank DIMMs must be installed 



per memory channel to support memory sparing. 



 When multi-rank DIMMs (that is, 16 GB, 32 GB, and 64 GB) are used, one multi-rank DIMM can be installed 



per memory channel to support memory sparing. 



 The total memory available in the system is reduced by the amount of memory allocated for the spare ranks. 
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Independent memory mode 



Use this information for notes and details about independent memory mode and DIMM installation sequence. 



Independent memory mode supports the memory mirroring and memory rank sparing features. 



For more information about installing DIMMs, see “Installing a memory module“. For more information about the 



DIMM population sequence, see “Memory mirroring in independent memory mode“ and “Memory rank sparing in 



independent mode“. 



When you use independent memory mode, consider the following: 



 Independent memory mode provides the most efficient performance. 



 You can populate DIMMs in any order and there are no matching requirements. However, the DIMM 



population sequence in the following table will provide the best performance when operating in the 



supported memory modes. 



 When you operate in this mode, the memory channel operates at twice the DDR3 data rate. 



 Single-device data correction (SDDC) is supported for x4 SDRAM technology. 



The following table lists the maximum memory speed supported based on the type of ranked DIMM and the 
voltage at which the DIMM runs. 



Note: The DIMM operating speed and voltage can vary depending on the microprocessor installed, memory 



installed, and performance mode set in the Setup Utility. 



Table 9. Memory speeds and configurations based on ranked DIMM type and voltage 



for independent memory mode 



DIMM rank, type, 



and technology 



DIMM 



capacity 1 DIMM per DDR3 channel 



2 DIMMs per DDR3 



channel 



3 DIMMs per DDR3 



channel 



  1.35 V 1.50 V 1.35 V 1.50 V 1.35 V 1.50 V 



Single-rank x4 



RDIMM - 2 Gb 



(1600 MHz) 



4 GB 1333 1333 1333  1333 1066  1333  



Single-rank x4 



RDIMM - 4 Gb 



(1600 MHz) 



8 GB 1333 1333 1333  1333 1066  1333  



Dual-rank x4 



RDIMM - 4 Gb 



(1600 MHz) 



16 GB 1333 1333 1333  1333 1066  1333  



Quad-rank x4 32 GB 1333 1333 1333 1333 1333  1333 
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Table 9. Memory speeds and configurations based on ranked DIMM type and voltage 



for independent memory mode 



DIMM rank, type, 



and technology 



DIMM 



capacity 1 DIMM per DDR3 channel 



2 DIMMs per DDR3 



channel 



3 DIMMs per DDR3 



channel 



LRDIMM - 4 Gb 



(1600 MHz) 



Octal-rank x4 (8-



rank) LRDIMM - 4 



Gb (1333 MHz) 



64 GB 1333  1333  1333  1333  1333  1333  



The following table lists the installation sequence for independent mode. 



Table 10. DIMM population sequence for independent memory mode 



DIMM installation order 



Independent mode with memory 



mirroring disabled 



Independent mode with memory 



mirroring enabled 



1 DIMM connector 9 DIMM connectors 9 and 19 



2 DIMM connector 6 DIMM connectors 6 and 16 



3 DIMM connector 1 DIMM connectors 1 and 15 



4 DIMM connector 10 DIMM connectors 10 and 24 



5 DIMM connector 15 DIMM connectors 8 and 20 



6 DIMM connector 24 DIMM connectors 5 and 17 



7 DIMM connector 19 DIMM connectors 2 and 14 



8 DIMM connector 16 DIMM connectors 11 and 23 



9 DIMM connector 8 DIMM connectors 7 and 21 



10 DIMM connector 5 DIMM connectors 4 and 18 



11 DIMM connector 2 DIMM connectors 3 and 13 



12 DIMM connector 11 DIMM connectors 12 and 22 
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Table 10. DIMM population sequence for independent memory mode 



DIMM installation order 



Independent mode with memory 



mirroring disabled 



Independent mode with memory 



mirroring enabled 



13 DIMM connector 14   



14 DIMM connector 23   



15 DIMM connector 20   



16 DIMM connector 17   



17 DIMM connector 7   



18 DIMM connector 4   



19 DIMM connector 3   



20 DIMM connector 12   



21  DIMM connector 13   



22 DIMM connector 22   



23 DIMM connector 21   



24 DIMM connector 18   



Memory mirroring in independent memory mode 



To enable the memory mirroring feature in independent memory mode through the Setup utility, select System 



Settings → Memory → Memory Mode. For more information, see “Using the Setup utility“. For more information 



and notes about installing DIMMs, see “Installing a memory module“ and “Independent memory mode“. 



Consider the following information when using the memory mirroring feature in independent memory mode: 



 Independent memory mode provides the most efficient performance. 



 You can populate DIMMs in any order and there are no matching requirements. However, the DIMM 



population sequence in the following table will provide the best performance when operating in the 



supported memory modes. 



 When you operate in this mode, the memory channel operates at twice the DDR3 data rate. 



 Single-device data correction (SDDC) is supported for x4 SDRAM technology. 
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The following table lists the installation sequence for memory mirroring in independent mode: 



Table 11. DIMM population sequence with memory mirroring enabled or disabled in independent memory 



mode 



DIMM installation order 



Independent mode with memory 



mirroring disabled 



Independent mode with memory 



mirroring enabled 



1 DIMM connector 9 DIMM connectors 9 and 19 



2 DIMM connector 6 DIMM connectors 6 and 16 



3 DIMM connector 1 DIMM connectors 1 and 15 



4 DIMM connector 10 DIMM connectors 10 and 24 



5 DIMM connector 15 DIMM connectors 8 and 20 



6 DIMM connector 24 DIMM connectors 5 and 17 



7 DIMM connector 19 DIMM connectors 2 and 14 



8 DIMM connector 16 DIMM connectors 11 and 23 



9 DIMM connector 8 DIMM connectors 7 and 21 



10 DIMM connector 5 DIMM connectors 4 and 18 



11 DIMM connector 2 DIMM connectors 3 and 13 



12 DIMM connector 11 DIMM connectors 12 and 22 



13 DIMM connector 14   



14 DIMM connector 23   



15 DIMM connector 20   



16 DIMM connector 17   



17 DIMM connector 7   



18 DIMM connector 4   



19 DIMM connector 3   



20 DIMM connector 12   
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Table 11. DIMM population sequence with memory mirroring enabled or disabled in independent memory 



mode 



DIMM installation order 



Independent mode with memory 



mirroring disabled 



Independent mode with memory 



mirroring enabled 



21  DIMM connector 13   



22 DIMM connector 22   



23 DIMM connector 21   



24 DIMM connector 18   



Memory rank sparing in independent mode 



The server supports memory rank sparing. Memory rank sparing reserves memory capacity for failover in the 



event of a DIMM failure, and the reserved capacity is subtracted from the total available memory. Memory sparing 



provides less redundancy than memory mirroring does. If a predetermined threshold of correctable errors is 



reached, the contents of the failing DIMM are copied to the spare memory, and the failing DIMM or rank is 



disabled.  



To enable memory rank sparing through the Setup utility, select System Settings → Memory → Memory Mode. 



For more information, see “Using the Setup utility“. For more information about installing DIMMs, see “Installing a 



memory module“. 



The DIMM installation order for memory rank sparing follows the independent mode (performance) or lockstep 



mode (RAS) installation order based on the mode of operation selected.  



For more information, see “Independent memory mode“, and “Lockstep memory mode“. 



Consider the following when using the memory rank sparing feature in independent memory mode: 



 Memory rank sparing is not supported if memory mirroring is enabled. 



 The spare rank must have identical or larger memory capacity than all the other ranks on the same DDR3 



channel. 



 When single-rank DIMMs (that is, 4 GB and 8 GB) are used, a minimum of two rank DIMMs must be installed 



per memory channel to support memory sparing. 



 When multi-rank DIMMs (that is, 16 GB, 32 GB, and 64 GB) are used, one multi-rank DIMM can be installed 



per memory channel to support memory sparing. 



 The total memory available in the system is reduced by the amount of memory allocated for the spare ranks. 
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Lockstep memory mode 



Lockstep memory mode supports the memory mirroring and memory rank sparing features. When you use 



lockstep memory mode, consider the following: 



 Lockstep memory mode provides the best memory RAS features. 



 DIMMs must be installed in pairs across the memory channels (two DIMMs in each memory channel), 



alternating between the DDR3 channels. 



 Each pair of DIMMs in the DDR3 channels must be populated with identical DIMMs. That is, the DIMMs must 



be identical in size, organization, etc. For example, the DIMMs in slots 9 (DDR3 channel 0) and 15 (DDR3 



channel 1) must be identical. 



 The memory channel operates at the DDR3 channel transfer rate. 



 The amount of memory installed in lockstep memory mode is the amount of memory that is available for 



use. 



For more information about the DIMM population sequence for lockstep memory mode, see “Memory mirroring 



in lockstep mode“ and “Memory rank sparing in lockstep mode“. For more information about installing DIMMs, 



see “Installing a memory module“. 



The following table lists the maximum memory speed supported based on the type of ranked DIMM and the 



voltage at which the DIMM runs. 



Note: The DIMM operating speed and voltage can vary depending on the microprocessor installed, memory 



installed, and performance mode set in the Setup Utility. 



Table 12. Memory speeds and configurations based on ranked DIMM type and voltage 



for lockstep memory mode 



DIMM rank, type, 



and technology 



DIMM 



capacity 1 DIMM per DDR3 channel 



2 DIMMs per DDR3 



channel 



3 DIMMs per DDR3 



channel 



  1.35 V 1.50 V 1.35 V 1.50 V 1.35 V 1.50 V 



Single-rank x4 



RDIMM - 2 Gb 



(1600 MHz) 



4 GB 1333 1600 1333  1600 1066  1333  



Single-rank x4 



RDIMM - 4 Gb 



(1600 MHz) 



8 GB 1333 1600 1333  1600 1066  1333  



Dual-rank x4 



RDIMM - 4 Gb 



(1600 MHz) 



16 GB 1333 1600 1333  1600 1066  1333  
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Table 12. Memory speeds and configurations based on ranked DIMM type and voltage 



for lockstep memory mode 



DIMM rank, type, 



and technology 



DIMM 



capacity 1 DIMM per DDR3 channel 



2 DIMMs per DDR3 



channel 



3 DIMMs per DDR3 



channel 



Quad-rank x4 



LRDIMM - 4 Gb 



(1600 MHz) 



32 GB 1333 1600 1333 1600 1333  1333 



Octal-rank x4 (8-



rank) LRDIMM - 4 



Gb (1333 MHz) 



64 GB 1333  1333  1333  1333  1333  1333  



The following table lists the DIMM installation sequence for lockstep memory mode: 



Table 13. DIMM population sequence for lockstep memory mode 



DIMM installation order 



Lockstep mode with memory 



mirroring disabled 



Lockstep mode with memory 



mirroring enabled 



1 DIMM connectors 9 and 15 DIMM connectors 1 and 9, and DIMM 



connectors 15 and 19 



2 DIMM connectors 6 and 24 DIMM connectors 6 and 10, and 



DIMM connectors 16 and 24 



3 DIMM connectors 1 and 19 DIMM connectors 2 and 8, and DIMM 



connectors 14 and 20 



4 DIMM connectors 10 and 16 DIMM connectors 5 and 11, and 



DIMM connectors 17 and 23 



5 DIMM connectors 8 and 14 DIMM connectors 3 and 7, and DIMM 



connectors 13 and 21 



6 DIMM connectors 5 and 23 DIMM connectors 4 and 12, and 



DIMM connectors 18 and 22 



7 DIMM connectors 2 and 20   



8 DIMM connectors 11 and 17   
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Table 13. DIMM population sequence for lockstep memory mode 



DIMM installation order 



Lockstep mode with memory 



mirroring disabled 



Lockstep mode with memory 



mirroring enabled 



9 DIMM connectors 7 and 13   



10  DIMM connectors 4 and 22   



11 DIMM connectors 3 and 21   



12 DIMM connectors 12 and 18   



Memory mirroring in lockstep mode 



Memory-mirroring replicates and stores data on DIMMs across all four memory channels for the compute book 



and DDR3 channels simultaneously. If a failure occurs, the memory controller switches from the DIMMs on the 



primary channels to the DIMMs on the backup channels.  



To enable memory mirroring through the Setup utility, select System Settings → Memory → Memory Mode. For 



more information, see “Using the Setup utility“. For more information and notes about installing DIMMs, see 



“Installing a memory module“ and “Lockstep memory mode“. 



Consider the following information when using the memory mirroring feature in lockstep memory mode: 



 The compute book memory channel 0 mirrors memory channel 1, and memory channel 2 mirrors memory 



channel 3. This mirroring provides redundancy in memory but reduces the total memory capacity in half. 



 DIMMs must be installed across the memory channels for each compute book when using the memory 



mirroring feature in lockstep mode. 



 The DIMM population must be identical (size, organization, etc.) for memory channel 0 and memory channel 



1, and identical for memory channel 2 and memory channel 3. 



 Memory mirroring reduces the maximum available memory by half of the installed memory. For example, if 



the server has 64 GB of installed memory, only 32 GB of addressable memory is available when memory 



mirroring is enabled. 
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 The following table lists the DIMM installation sequence for memory mirroring in lockstep memory mode.  



Table 14. DIMM population sequence when memory-mirroring is enabled or disabled in lockstep mode 



DIMM installation order 



Lockstep mode with memory 



mirroring disabled 



Lockstep mode with memory 



mirroring enabled 



1 DIMM connectors 9 and 15 DIMM connectors 1 and 9, and 



DIMM connectors 15 and 19 



2 DIMM connectors 6 and 24 DIMM connectors 6 and 10, and 



DIMM connectors 16 and 24 



3 DIMM connectors 1 and 19 DIMM connectors 2 and 8, and 



DIMM connectors 14 and 20 



4 DIMM connectors 10 and 16 DIMM connectors 5 and 11, and 



DIMM connectors 17 and 23 



5 DIMM connectors 8 and 14 DIMM connectors 3 and 7, and 



DIMM connectors 13 and 21 



6 DIMM connectors 5 and 23 DIMM connectors 4 and 12, and 



DIMM connectors 18 and 22 



7 DIMM connectors 2 and 20   



8 DIMM connectors 11 and 17   



9 DIMM connectors 7 and 13   



10  DIMM connectors 4 and 22   



11 DIMM connectors 3 and 21   



12 DIMM connectors 12 and 18   



Memory rank sparing in lockstep mode 



The server supports memory rank sparing. Memory rank sparing reserves memory capacity for failover in the 



event of a DIMM failure, and the reserved capacity is subtracted from the total available memory. Memory sparing 



provides less redundancy than memory mirroring does. If a predetermined threshold of correctable errors is 



reached, the contents of the failing DIMM are copied to the spare memory, and the failing DIMM or rank is 



disabled. 
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To enable memory sparing through the Setup utility, select System Settings → Memory → Memory Mode. For 



more information, see “Using the Setup utility“. For more information and notes about installing DIMMs, see 



“Installing a memory module“ 



The DIMM installation order for memory rank sparing follows the independent mode (performance) or lockstep 



mode (RAS) installation order based on the mode of operation selected. For more information, see “Independent 



memory mode“, and “Lockstep memory mode“. 



Consider the following when using the memory rank sparing feature in lockstep memory mode: 



 Memory rank sparing is not supported if memory mirroring is enabled. 



 The spare rank must have identical or larger memory capacity than all the other ranks on the same DDR3 



channel. 



 When single-rank DIMMs (that is, 4 GB and 8 GB) are used, a minimum of two rank DIMMs must be installed 



per memory channel to support memory sparing. 



 When multi-rank DIMMs (that is, 16 GB, 32 GB, and 64 GB) are used, one multi-rank DIMM can be installed 



per memory channel to support memory sparing. 



 The total memory available in the system is reduced by the amount of memory allocated for the spare ranks. 



DIMM installation instructions 



This information provides instructions on how to install DIMMs for memory-mirroring mode. 



Notes:  



 The information and installation procedures in this documentation apply to both the 4- and 8-socket 



configurations of the server, unless otherwise specified. Most of the illustrations in the documentation show 



the 4-socket configuration of the server. 



 For additional information that you need to consider when installing DIMMs, see “Installing a memory 



module“. 



Attention: Static electricity that is released to internal server components when the server is powered on might 



cause the server to stop, which might result in the loss of data. To avoid this potential problem, always use an 



electrostatic-discharge wrist strap and plug it into the electrostatic-discharge connector on the front of the server 



(see “Front view of the server“ for the location of this connector) or other grounding system when you work inside 



the server with the power on. 
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The following illustration shows the DIMM connectors on the microprocessor side of the DDR3 compute book 



board. 



 



The following illustration shows the DIMM connectors on the non-microprocessor side of the DDR3 compute book 



board. 



 



To install a DIMM, complete the following steps. 



1. Read the safety information and installation guidelines, see “Safety“ and “Installation guidelines“. 



2. Turn off the server (see “Turning off the server“) and all attached peripheral devices. Disconnect all power 



cords; then, disconnect all external cables from the server. 



3. Remove the DDR3 compute book from the server (see “Removing a DDR3 compute book“). 



4. Remove the compute book cover (left or right cover - depending on the DIMM connector in which you are 



installing the DIMM). Press down on both blue touch points on the cover and slide the cover toward the rear 



of the expansion module. 



Attention: Remove only one cover (on one side) at a time to protect the compute book components on the 



other side of the compute book from being damaged. 
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5. Open the retaining clip on each end of the DIMM connector, as shown in the following figure.  



Note: To avoid breaking the retaining clips or damaging the DIMM connectors, open and close the clips 



gently. 
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6. Touch the static-protective package that contains the DIMM to any unpainted metal surface on the outside 



of the server. Then, remove the DIMM from the package. 



7. Turn the DIMM so that the DIMM keys align correctly with the connector. 



8. Insert the DIMM into the connector by aligning the edges of the DIMM with the slots at the ends of the 



DIMM connector. 



9. Firmly press the DIMM straight down into the connector by applying pressure on both ends of the DIMM 



simultaneously. The retaining clips snap into the locked position when the DIMM is firmly seated in the 



connector.  



Note: If there is a gap between the DIMM and the retaining clips, the DIMM has not been correctly inserted; 



open the retaining clips, remove the DIMM, and then reinsert it. 



10. Replace the compute book cover. (See following figure.) Align the cover on the DDR3 compute book and 



slide it forward toward the front to the expansion module until it is firmly seated. 



 



11. Reinstall the DDR3 compute book into the server (see “Replacing a DDR3 compute book“). 



If you have other devices to install or remove, do so now. Otherwise, go to “Completing the installation“. 
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Installing a DDR3 compute book 



The following points provide information that you must consider when you install the DDR3 compute book in the 



server. 



Note: The information and installation procedures in this documentation apply to both the 4- and 8-socket 



configurations of the server unless otherwise specified. Most of the illustrations in the documentation show the 4-



socket configuration of the server. 



 The DDR3 compute books should be installed from left to right (facing the front of the server). 



 A minimum of two DDR3 compute books must be installed in the 4-socket server. 



 A minimum of four DDR3 compute books must be installed in the 8-socket server. 



 Each DDR3 compute book must have a minimum of one microprocessor and one DIMM installed. 



 The 4-socket server supports DDR3 compute book configurations of two or four. These are the only 



configurations supported. The following tables list the installation sequence. 



Table 15. Installation sequence for the two compute books configuration for a 4-socket server 



Compute book  bay 1 bay 2 bay 3 bay 3 



1 compute book 1       



2   compute book 2     



Table 16. Installation sequence for the four compute books configuration for a 4-socket server 



Compute book  Bay 1  Bay 2 Bay 3 Bay 4 



1 compute book 1       



2   compute book 2     



3     compute book 3   



4       compute book 4 
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 The 8-socket server supports DDR3 compute book configurations of four, six, or eight, which are the only 



ones supported. The following table lists the installation sequence for 4 compute books. 



Table 17. Installation sequence for the four compute books configuration for an 8-socket server 



Compute 



book  



Top node 



(bay 1) 



Top node 



(bay 2) 



Top 



node 



(bay 3) 



Top 



node 



(bay 4) 



Bottom 



node (bay 



1) 



Bottom 



node (bay 



2) 



Bottom 



node (bay 



3) 



Bottom 



node (bay 



4) 



1 compute 



book 1 



              



2   compute 



book 2 



            



3         compute 



book 3 



      



4           compute 



book 4 



    



 The following table lists the installation sequence for the supported DDR3 6 compute book configuration. 



Table 18. Installation sequence for the six compute book configuration for the 8-socket server 



Compute 



book  



Top node 



(bay 1) 



Top node 



(bay 2) 



Top 



node 



(bay 3) 



Top 



node 



(bay 4) 



Bottom 



node (bay 



1) 



Bottom 



node (bay 



2) 



Bottom 



node (bay 



3) 



Bottom 



node (bay 



4) 



1 compute 



book 1 



              



2   compute 



book 2 



            



3         compute 



book 3 



      



4           compute 



book 4 



    



5             compute 



book 5 



  



6               compute 



book 6 
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 The following table lists the installation sequence for the supported DDR3 8 compute book configuration for 



the 8-socket server. 



Table 19. Installation sequence for the eight compute books configuration for an 8-socket server 



Compute 



book  



Top node 



(bay 1) 



Top node 



(bay 2) 



Top node 



(bay 3) 



Top node 



(bay 4) 



Bottom 



node (bay 



1) 



Bottom 



node (bay 



2) 



Bottom 



node (bay 



3) 



Bottom 



node (bay 



4)  



1 compute 



book 1 



              



2   compute 



book 2 



            



3         compute 



book 3 



      



4           compute 



book 4 



    



5     compute 



book 5 



          



6             compute 



book 6 



  



7       compute 



book 7 



        



8               compute 



book 8 



 The DDR3 compute books should be installed from left to right (facing the front of the server). 



 For more information about the DDR3 compute book, see “DDR3 compute book“. For more information 



about installing DIMMs, see “Installing a memory module“. 
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To install the DDR3 compute book, complete the following steps: 



1. Read the safety information that begins on page “Safety“ and “Installation guidelines“ . 



2. Turn off the server (see “Turning off the server“) and all attached peripheral devices. Disconnect all power 



cords; then, disconnect all external cables as necessary to replace the device. 



3. Remove the compute book cover(s) to install your DIMMs (see “Removing the DDR3 compute book cover“). 



4. Install your DIMMs (see “Installing a memory module“). 



5. Open the cam handle on the compute book. Pull the top fan-pack handle down and slide the blue release 



latch (behind the fan handle) to the right to release the DDR3 compute book cam handle. 



 



6. Align the DDR3 compute book with the bay on the server and slide it in the server. Place one hand under the 



center of the compute book to support it while sliding it into the server.  



7. Replace the compute book cover(s) (see “Replacing the DDR3 compute book cover“). 



8. Rotate the cam handle all the way up and push it into the server until it locks in place. 



If you have other devices to install or remove, do so now. Otherwise, go to “Completing the installation“. 



Installing drives 



The following points describe the type of drives that the server supports and other information that you must 



consider when you install a drive. 



 The server can support up to eight 2.5-inch HDD or SSD drives, sixteen 1.8-inch SSD drives, or a combination 



of both 2.5-inch, and 1.8-inch hot-swap drives using the supported SAS/SATA drive backplane configurations. 



(See “Supported SAS/SATA drive backplane configurations“ for more information.) 
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 The server supports the following type of drives: 



 2.5-inch SAS hard disk drives or solid state drives 



 2.5-inch SATA solid state drives 



 1.8-inch SAS solid state drives 



 You can mix 2.5-inch hot-swap SAS and SATA hard disk drives, 2.5-inch hot-swap SATA solid-state drives, and 



1.8-inch hot-swap SATA solid-state drives in the same server as long as you use the same type of drives 



within the same array. 



 When mixing drive backplane configurations, you must install all 1.8-inch solid state drive backplanes above 



all 2.5-inch hard disk drive or 2.5-inch solid state drive backplanes. See “Drive IDs“ for drive ID assignment 



information and “Supported SAS/SATA drive backplane configurations“ for information about the 



combination of supported drive backplane configurations. 



 The electromagnetic interference (EMI) integrity and cooling of the server are protected by having all bays 



and PCIe slots covered or occupied.  



Note: When you install a drive, save the EMC shield and filler panel from the bay in the event that you later 



remove the device. 



Drive IDs 



This topic provides information about the drive IDs associated with the drive bays. 



The hot-swap-drive ID that is assigned to each drive is printed on the front of the server. The following illustrations 



show the locations of the IDs of the drives. The ID numbers and the drive bay numbers are the same.  



Notes:  



1. When you mix drive backplane configurations, IMM renumbers the drive bay IDs automatically. 



2. When mixing drive backplane configurations, you must install all 1.8-inch solid-state drive backplanes above 



all 2.5-inch hard disk drive or 2.5-inch solid-state drive backplanes.  



3. If you install a 8x1.8-inch drive backplane assembly, the drive IDs that are indicated on the server front bezel 



will no longer be valid. Use the drive labels that come with the backplane to renumber the drive IDs on the 



bezel. 



4. See the following examples and the illustrations in “Supported SAS/SATA drive backplane configurations“ for 



more information. 
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The following illustration shows an example of the drive bay IDs in sequential order with a 1.8-inch drive backplane 



and a 2.5-inch drive backplane installed. 



 



Supported SAS/SATA drive backplane configurations 



This information describes the supported drive backplane configurations for the server. 



Notes:  



1. When mixing drive backplane configurations, you must install all 1.8-inch SSD drive backplanes above all 2.5-



inch drive backplanes. 



2. When you mix drive backplane configurations, IMM renumbers the drive bay IDs automatically. 



3. For more information about installing drives, see “Installing drives“. 
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The following illustrations show the hot-swap drive backplanes that the server supports. 



 4x2.5-inch SAS Gen3 12 Gb drive backplane rear view: This drive backplane can support up to four 2.5-inch 



SAS hard disk drives or four 2.5-inch SATA solid state drives. The backplane power and configuration signals 



will be supplied from the standard I/O book using cables.  



 



 8x1.8-inch solid state 12 Gb drive backplane rear view: Any SAS adapter that you use with this backplane 



must be capable of driving two internal 4-lane SAS signal connectors. The backplane power and configuration 



signals will be supplied from the standard I/O book using cables. 



 



You can install a combination of 2.5-inch and 1.8-inch SAS/SATA drive backplanes in the server for the maximum 



drive capacity. However, any SAS/SATA adapter that you install in the server must be capable of supporting two 



internal, 4-lane SAS/SATA signal connectors. 



The following subtopics provide information about the supported SAS/SATA drive backplane configurations, the 



number of drives that each configuration supports, and information on connecting the SAS cables. 
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Backplane configuration for 4 drives 



The following illustration shows the supported backplane configuration to support four drives. This configuration 



consists of one 4x2.5-inch drive backplane and requires one SAS signal cable. 



 



Backplane configurations for 8 drives 



The following illustrations show the supported backplane configurations to support eight drives. This configuration 



consists of two 4x2.5-inch drive backplanes and requires two SAS signal cables. 
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This configuration consists of one 8x1.8-inch drive backplane and requires two SAS signal cables. 



 



Backplane configuration for 12 drives 



The following illustration shows the supported backplane configuration to support 12 drives. This configuration 



consists of one 4x2.5-inch drive backplane and one 8x1.8-inch drive backplane and requires three SAS signal 



cables. 
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Backplane configuration for 16 drives 



The following illustration shows the supported backplane configuration to support 16 drives. This configuration 



consists of two 8x1.8-inch drive backplanes and requires four SAS signal cables. 



 



Installing 2.5-inch and 1.8-inch hot-swap drives 



To install a hot-swap SAS or SATA drive, complete the following steps. For information about installing drives, see 



“Installing drives“. 



Note: If you install only one drive, you must install it in drive bay 0. 



1. Read the safety information and installation guidelines, see “Safety“ and “Installation guidelines“. 



2. Remove the storage book (see “Removing the storage book“). 



3. Touch the static-protective package that contains the drive to any unpainted metal surface on the server; 



then, remove the drive from the package and place it on a static-protective surface. 



4. To install a 2.5-inch drive, complete the following steps:  



a. Remove the filler from the empty drive bay. 



b. Make sure that the drive-tray handle is in the open (unlocked) position. 
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c. Align the drive assembly with the guide rails in the bay. (See the following illustration.) 



 



d. Gently push the drive assembly into the drive bay until the drive stops. 



e. Rotate the drive-tray handle to the closed (locked) position. 



f. Skip to step 6. 



5. To install a 1.8-inch drive, complete the following step:  



a. Remove the filler panel (EMC filler panel). 
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b. Grasp the black and orange release latch on the drive tray handle of the drive tray in which you want to 



install the drive and slide the release latch to the right to unlock the drive tray handle; then, rotate the 



drive tray handle to the right. (See the following illustration.) 



 



c. Insert the drive into the drive tray with the label side of the drive facing up and push the drive tray into 



the drive bay until it clicks into place and is seated firmly. 



d. Rotate the drive tray handle to the closed position and slide the release latch to the left to secure the 



drive tray handle in place. 



e. Replace the filler panel (EMC filler panel). 



6. Check the drive status LED to verify that the drive is operating correctly. If the amber drive status LED for a 



drive is lit continuously, that drive is faulty and must be replaced. If the green drive activity LED is flashing, 



the drive is being accessed.  



Note: If the server is configured for RAID operation through a ServeRAID adapter, you might have to 



reconfigure your disk arrays after you install drives. See the ServeRAID adapter documentation for additional 



information about RAID operation and complete instructions for using the ServeRAID adapter. 



7. If you are installing additional hot-swap drives, do so now. 



If you have other devices to install or remove, do so now. Otherwise, go to “Completing the installation“. 
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Installing the half-length and full-length I/O books 



The server provides up to twelve PCIe Gen3 adapter slots using the supported I/O books. The server supports an 



optional half-length I/O book and an optional full-length I/O book. You install both I/O books in the rear of the 



server. For more information about the supported I/O books, see “Installing the half-length I/O book“ and 



“Installing the full-length I/O book“. 



For more information about the supported adapters, see “Supported RAID adapters“ for more information about 



the supported RAID adapters. For more information about the supported Ethernet adapters, see “Supported ML2 



(Ethernet) adapters“. For more information about the supported RAID cache cards, see “Table 24“. For more 



information about the supported Features on Demand (FoD) software, see “Table 26“. 



Installing the half-length I/O book 



This information provides notes and other information that you need to consider when you install the half-length 



I/O book and the instructions for installing the I/O book in the server. 



The following points provide information that you must consider when you install the half-length I/O book. 



 For additional information about the supported adapters, see “Adapter installation instructions“, “Supported 



ML2 (Ethernet) adapters“, “Supported RAID adapters“, “Supported RAID cache cards“, and “Supported host 



bus adapters“. 



 The half-length I/O book is hot-swappable if no adapters are installed in the I/O book. However, if adapters 



are installed in the I/O book, you must first press the Power button on the I/O book and power-off all three 



PCIe slots before you remove the I/O book from the server. The slots LED lights will be off when the slots are 



off-line. 



 You can remove and install PCIe adapters in this I/O book without powering off the server. 



 This I/O book supports Gen3 half-length adapters, which are either full-height or low profile. 



 When this I/O book is installed in the server, it connects to compute book 3 or compute book 4. See “Table 



20“ for more information. 



 You can install up to two half-length I/O books in the server. 



 You can also install one half-length I/O book and one full-length I/O book in the server. 



 For additional information about this I/O book, see “Half-length I/O book“. 
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The following table lists the I/O book PCIe slot numbering and the slots associated with each compute book (when 



two I/O books are installed). 



Table 20. PCIe slot numbering and the associated compute book. 



PCIe slot number (facing the rear of the server) Compute book associated with the PCIe slot 



1 Compute book 4 



2 Compute book 4 



3 Compute book 4 



4 Compute book 3 



5 Compute book 3 



6 Compute book 3 



To install the half-length I/O book, complete the following steps: 



1. Read the safety information and installation guidelines, see “Safety“ and “Installation guidelines“. 



2. Remove the filler panel from the I/O bay. 



3. Touch the static-protective package that contains the new I/O book to any unpainted surface on the outside 



of the server; then, remove the I/O book from the package. 



4. Open the I/O book cam handle. (See the following illustration.) 
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5. Align the I/O book with the slot in the server and slide it into the server.  



6. Rotate the handle all the way up and push it into the server until the handle locks in place. 



If you have other devices to install or remove, do so now. Otherwise, go to “Completing the installation“. 



Installing the full-length I/O book 



The following points provide information that you must consider when you install the full-length I/O book. 



Note: The full-length I/O book adds a 3-inch mechanical extension to the base length dimension of the server 



chassis to support full-length adapters. 



 For additional information about the supported adapters, see “Adapter installation instructions“, “Supported 



ML2 (Ethernet) adapters“, “Supported RAID adapters“, and “Supported RAID cache cards“. 



 The ability to hot-add the full-length I/O book is dependent on the operating system. If the operating system 



does not support hot-plug, the addition or removal of a full-length I/O book might cause an unrecoverable 



system error. 



Attention: 



o If the I/O bay is not populated with a full-length I/O book when the operating system boots or 



the operating system is still running, a full-length I/O book cannot be hot-added to the I/O bay 



(due to insufficient resources). 



o If the I/O bay has a full-length I/O book installed when the operating system boots, you can hot-



swap the full-length I/O book. 



 If adapters are installed in the I/O book, you must first press the Power button on the full-length I/O book 



and power-off all three PCIe slots before you remove the I/O book from the server. The slots LED lights will 



be off when the slots are off-line. 



 You can remove and install PCIe adapters in this I/O book without powering off the server. 



 This I/O book has two PCIe auxiliary power connectors (one 6-pin for 75W extra power and one 8-pin for 



150W extra power. 



 When you install a double-wide adapter in one of the x16 slots on this I/O book, the x8 slot is no longer 



usable and the other x16 slot might not be usable due to limited power available for the I/O book. 



 This I/O book supports both half-length, full-height and full-length, full-height and low-profile PCIe Gen3 and 



Gen2 adapters. 



 When this I/O book is installed in the server, it is connected to compute book 3 or compute book 4. See 



“Table 21“ 



 You can install up to two full-length I/O books in the server. 



 You can also install one full-length I/O book and one half-length I/O book in the server. 



 PCIe slots 2 and 5 (when two full-length I/O books are installed) are connected to compute books 3 and 4 



DMI buses that have been reconfigured as x4 PCIe Gen 2 buses. 



 PCIe slots 2 and 5 (when two full-length I/O books are installed) are x8 slots that are wired for x4. If you 



install a x8 adapter in slots 2 and 5 that can down train to x4 bandwidth, it will run at the x4 bandwidth. The 
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x8 connector can be used for x4 or x8 adapters. Check the information that comes with your adapter for 



compatibility information. 



 PCIe slots 1, 3, 4, and 6 (when two full-length I/O books are installed) are x16 Gen 3 adapter slots. 



 Double-wide adapters can only be installed in PCIe slots 1 or 4. When you install double-wide adapters in 



slots 1 or 4, you cannot install an adapter in slots 2 and 5. 



 This I/O book also provides two auxiliary power connectors to support adapters that need up to 300 watts of 



power. 



 For additional information about this I/O book, see ”Full-length I/O book”. 



The following table lists the I/O book PCIe slot numbering and the slots associated with each compute book (when 



two I/O books are installed): 



Table 21. PCIe slot number and the associated compute books.  



PCIe slot number (facing the rear of the server) Compute book associated with the PCIe slot 



1 Compute book 4 



2 Compute book 4 



3 Compute book 4 



4 Compute book 3 



5 Compute book 3 



6 Compute book 3 



To install the full-length I/O book, complete the following steps: 



1. Read the safety information and installation guidelines, see “Safety“ and “Installation guidelines“. 



2. Remove the filler panel from the I/O bay. 



3. Touch the static-protective package that contains the new I/O book to any unpainted surface on the outside 



of the server; then, remove the I/O book from the package. 



4. Remove the I/O book cover. Slide the cover toward the front of the server and lift it off of the I/O book. 



5. Install your adapter (see “Installing an adapter in the full-length I/O book“). 
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6. Install the extension bracket that comes with the I/O book. Insert the bracket into the slots in the I/O bay (as 



shown in the illustration).  



 



7. Open the I/O book cam handle. 



8. Align the I/O book with the I/O bay in the server and slide it into the server. 



9. Rotate the handle all the way up and push it into the server until it locks in place. 



If you have other devices to install or remove, do so now. Otherwise, go to “Completing the installation“. 



Installing an adapter 



The following points describe the types of adapters that the server supports and other information that you must 



consider when you install an adapter: 



Attention: Do not install the optional NVIDIA Grid K1 and K2, the NVIDIA Tesla K20 and K40, and the NVIDIA 



Quadro K4000 and K6000 adapters in systems containing 1TB of system memory or more. If these options are 



installed in systems with 1TB of memory or more, it might cause undetected data corruption and system 



instability. These options are only supported in systems containing less than 1TB of memory. This limitation applies 



to both the 4-socket (4U) and the 8-socket (8U) configurations. For more information, see the support site. 



 Locate the documentation that comes with the adapter and follow those instructions in addition to the 



instructions in this section. 



 The server does not support any high-definition video-out connector or stereo connector on any add-on 



video adapter. 
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 The server does not support PCI-X adapters or legacy 5 V PCI adapters. 



 The server supports five optional Ethernet adapters that you can purchase. For more information about the 



supported adapters, see “Supported ML2 (Ethernet) adapters“). 



Note: You must go to the support site and download the latest device drivers for the ML2 Ethernet adapters. 



On the ES7000 Model 7600R G4 Product Support site, click Drivers and Downloads. 



 The server provides up to twelve PCIe Gen 3 and Gen 2 slots. 



 The server also supports several optional NVIDIA adapters that you can purchase. 



Attention: Do not install the NVIDIA Grid K1 and K2, the NVIDIA Tesla K20 and K40, and the NVIDIA Quadro 



K4000 and K6000 adapter options in systems containing 1TB of system memory or more. If these options are 



installed in systems with 1TB of memory or more, it might cause undetected data corruption and system 



instability. These options are only supported in systems containing less than 1TB of memory. This limitation 



applies to both the 4-socket (4U) and the 8-socket (8U) configurations. For more information, see the 



support site. 



 For information about the specific adapters that you can install in the individual I/O book, see “Storage 



book“, “DDR3 compute book“, “Half-length I/O book“, “Full-length I/O book“, and “Standard I/O book“,  



 The server supports optional RAID controllers, RAID cache cards, and Feature On Demand software RAID that 



you can purchase for RAID levels 0, 1, 10, 5, 6, 50, and 60 support. For configuration information, see the 



documentation that comes with the adapter. 



For more information about supported RAID adapters, see “Table 23“. For more information about the 



supported RAID cache cards, see “Table 24“. For information about the supported Ethernet adapters, see 



“Supported ML2 (Ethernet) adapters“. For more information about the supported Features on Demand (FoD) 



software, see “Table 26“. For more information about the supported Host Bus Adapters, see “Supported host 



bus adapters“. 



Supported host bus adapters 



The following table lists the host bus adapters that the server supports. For more information about installing 



adapters, see “Installing an adapter“. 



Table 22. Supported host bus adapters and information about the adapters 



Name of adapter Notes 



N2215 SAS/ SATA Host Bus 



Adapter  



 This solid-state drive controller provides no RAID support. It helps provide 



optimized performance for applications that do not need RAID support. 



 Low profile adapter 



 12 Gb SAS/SATA Internal non-RAID adapter 
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Table 22. Supported host bus adapters and information about the adapters 



Name of adapter Notes 



 PCIe Gen 3 x8 



 8-port controller 



For additional information about the adapters, see “Supported RAID adapters“, “Supported ML2 (Ethernet) 



adapters“, and “Supported RAID cache cards“. 



Supported RAID adapters 



The following table lists the supported RAID adapters. For more information about enabling Features on Demand 



software RAID, see “Enabling Features on Demand RAID software“. For more information on installing these 



adapters, see “Storage book“ and “Installing an adapter“.  



Table 23. Supported RAID adapters and where you can install the adapters 



RAID adapters 



Where to install the 



adapter  Additional Information 



ServeRAID M5120 SAS/SATA 



Controller  



This adapter can be 



installed in the PCIe 



slots on the standard 



I/O book, the half-



length I/O book, or 



the full-length I/O 



book. These I/O 



books are accessible 



from the rear of the 



server. 



Note: If you are using 



a flash power module 



with this adapter, the 



flash power module 



must be installed in 



the standard I/O 



book air baffle. 



 Internal RAID adapter. 



 Eight external 6 Gbps SAS/SATA ports 



 Two external mini-SAS connectors 



 Provides base RAID levels 0, 1, 5, 10, and 50 (this 



adapter comes with a cache card installed):  



 With the ServeRAID M5100 Series RAID 6 



Upgrade (Features On Demand software RAID) 



enabled on this adapter, you also get RAID level 



6 and 60 support. 



 You can also install the following RAID cache cards on 



this adapter for RAID levels 5 and 50 support: 



 ServeRAID M5100 Series 512 MB Cache/RAID 5 



Upgrade  



 ServeRAID M5100 Series 512 MB Flash/RAID 5 



Upgrade  



 ServeRAID M5100 Series 1 GB Flash/RAID 5 



Upgrade 



Note: When any one of these three cache cards is 



installed on this adapter, you can enable the ServeRAID 
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Table 23. Supported RAID adapters and where you can install the adapters 



RAID adapters 



Where to install the 



adapter  Additional Information 



M5100 Series RAID 6 Upgrade (Features On Demand 



software RAID) to get RAID levels 6 and 60 support. 



Optionally, the ServeRAID M5100 Series SSD Caching 



Enabler (Features On Demand software RAID) can be 



enabled on this adapter to accelerate solid-state drive 



RAID devices and reduce processing overhead that is 



associated with caching. 



 A RAID cache card must be installed on this adapter to 



run the MegaRAID firmware. 



 The adapter supports external cabling. 



 The battery or flash power module must always be 



mounted in the standard I/O book air baffle. 



ServeRAID M5210 SAS/SATA 



Controller  



This adapter can only 



be installed in the 



PCIe slots on the 



storage book. The 



storage book is 



accessible from the 



front of the server. 



 12 Gb SAS/SATA Internal RAID adapter 



 PCIe Gen 3 x8 



 Provides RAID levels 0, 1, and 10 support 



 72 bit memory interface for DDR3 memory at 1866 



MT/s 



For information about the supported Ethernet adapters, see “Supported ML2 (Ethernet) adapters“. For 



information about the supported RAID cache cards, see “Supported RAID cache cards“. For information about the 



supported host bus adapters, see “Supported host bus adapters“. For information about the supported Features 



on Demand software RAID, see “Supported Features on Demand software“. 
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Supported RAID cache cards 



The following table lists the supported RAID cache cards. For more information about enabling Features on 



Demand RAID software, see “Enabling Features on Demand RAID software“.  



Table 24. Supported RAID cache cards and where you can install the cache cards 



RAID cache card 



Where to install the 



card  Additional Information 



ServeRAID M5100 Series 512 



MB Cache/RAID 5 Upgrade 



(RAID cache card) 



You can install this 



cache card in the 



optional SAS adapter 



connector on the 



following ServeRAID 



controller: 



 ServeRAID 



M5120 



SAS/SATA 



Controller  



 Provides RAID levels 5 and 50 upgrade support. 



 To keep the SDRAM on this cache card in a self-refresh 



state, you can purchase and attach the optional 



ServeRAID M5100 Series Battery Kit . 



 Enables the ServeRAID controller to run MegaRAID 



firmware. 



 Has 40-bit memory. 



ServeRAID M5100 Series 512 



MB Flash/RAID 5 Upgrade 



(RAID cache card) 



You can install this 



cache card in the 



optional SAS adapter 



connector on the 



following ServeRAID 



controller: 



 ServeRAID 



M5120 



SAS/SATA 



Controller  



 Provides RAID levels 5 and 50 upgrade support. 



 This cache card comes with a flash power module 



(Supercap pack) that you can attach to this card. It 



powers the integrated RAID subsystem long enough to 



store the cache contents to flash in the event of a 



power loss. For information on where the flash power 



module must be installed in the server, see “Installing 



a RAID adapter flash power module in the storage 



book“ and “Installing a RAID adapter flash power 



module in the standard I/O book“. 



 Enables the ServeRAID controller to run MegaRAID 



firmware. 



 Has 72-bit memory. 



ServeRAID M5100 Series 1 GB 



Flash/RAID 5 Upgrade (RAID 



cache card) 



You can install this 



cache card in the 



optional SAS adapter 



connector on the 



following ServeRAID 



controller: 



 ServeRAID 



 Provides RAID levels 5 and 50 upgrade support. 



 This cache card comes with a flash power module 



(Supercap pack) that you can attach to this card. It 



powers the integrated RAID subsystem long enough to 



store the cache contents to flash in the event of a 



power loss. For information on where the flash power 



module must be installed remotely in the server, see 
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Table 24. Supported RAID cache cards and where you can install the cache cards 



RAID cache card 



Where to install the 



card  Additional Information 



M5120 



SAS/SATA 



Controller 



“Installing a RAID adapter flash power module in the 



storage book“ and “Installing a RAID adapter flash 



power module in the standard I/O book“. 



 Enables the ServeRAID controller to run MegaRAID 



firmware. 



 Has 72-bit memory. 



For information about the supported RAID adapters, see “Supported RAID adapters“. For information about the 



supported Features on Demand software RAID, see “Supported Features on Demand software“. 



Supported ML2 (Ethernet) adapters 



The following table lists the supported Ethernet adapters. For additional information about installing the adapters, 



see “Installing an adapter“ and “Adapter installation instructions“, and “Standard I/O book“.  



Notes:  



 Go to the support site and download the latest device drivers for the ML2 Ethernet adapters. On the ES7000 



Model 7600R G4 Product Support site, click Drivers and Downloads. 



 Each ML2 (Ethernet) adapter comes with a standard profile bracket and a low-profile bracket. One bracket 



might already be installed. 



Table 25. Supported ML2 (Ethernet) adapters and where you can install the adapters 



Ethernet adapters 



Where to install the 



adapter  Additional Information and Features 



Intel I350-T4ML2 quad-port 1 



Gb-T Ethernet Adapter 



This adapter can only 



be installed in slot 10 



on the standard I/O 



book board.  



 Port 1 on the adapter is the default port for IMM 



Shared mode when enabled through UEFI. 



 This adapter provides the following features: 



 Single chip, quad-port 1 Gb Base-T controller 



with integrated MAC and PHY 



 PCI Express v2.1 with 5.0 GT/s and 2.5 GT/s 



support for x1, x2, and x4 links widths 



 Pass-Through (PT) functionality via a sideband 



interface 



 DMTF Network Controller Sideband Interface 
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Table 25. Supported ML2 (Ethernet) adapters and where you can install the adapters 



Ethernet adapters 



Where to install the 



adapter  Additional Information and Features 



(NC-SI) 



 1000BASE-T, 100BASE-TX, and 10Base-T link 



modes 



 Flexible port partitioning (32 virtual functions on 



quad-port or 16 virtual functions on dual-port) 



Intel X540ML2 dual-port 10 Gb-



T Ethernet Adapter 



This adapter can only 



be installed in slot 10 



on the standard I/O 



book board.  



 Port 1 on the adapter is the default port for IMM 



Shared mode when enabled through UEFI. 



 This adapter provides the following features: 



 Single chip, dual port 10 Gb Base-T controller 



with integrated MAC and PHY 



 12.5 watts maximum power 



 Unified networking delivering LAN, iSCSI, and 



FCoE over 10 Gb Base-T 



 Two independent 10 Gb Base-T interfaces with 



SR-IOV support  



 PCI Express v2.1 with 5.0 GT/s and 2.5 GT/s 



support for x1, x2, x4, and x8 links widths 



 10BASE-T, 1000BASE-T, and 100BASE-TX link 



modes 



Emulex VFA5 ML2 dual-port 10 



Gb-SFP+ Ethernet Adapter 



This adapter can only 



be installed in slot 10 



on the standard I/O 



book board.  



 Port 1 on the adapter is the default port for IMM 



Shared mode when enabled through UEFI. 



 This adapter supports FoD and requires a license or 



key (Emulex VFA5 ML2 FCoE/iSCSI License [FoD]) if 



you want access to FCoE and iSCSI advanced features. 



 For this adapter, you will need supported SFP 



transceivers or DAC cables to connect to your Fibre 



connections. 



 This adapter provides the following features: 



 Four SFI 10 Gb Base-R Ethernet interfaces 



 PCIe Gen3 x8 interface 



 Single Root I/O Virtualization (SR-IOV) 



 Ethernet network interface (Layer 2 NIC) and 



TCP/IP 



 Fibre Channel over Ethernet (FCoE) 



 Remote Direct Memory Access (RDMA) 
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Table 25. Supported ML2 (Ethernet) adapters and where you can install the adapters 



Ethernet adapters 



Where to install the 



adapter  Additional Information and Features 



Broadcom NetXtremeII ML2 



dual-port 10 Gb-T Ethernet 



Adapter 



This adapter can only 



be installed in slot 10 



on the standard I/O 



book board.  



 Port 1 on the adapter is the default port for IMM 



Shared mode when enabled through UEFI. 



 This adapter provides the following features: 



 PCIe Gen2 x8 dual-port 10 Gb Base-T controller 



in 50 mm wide ML2 form factor 



 TCP/IP Offload (TOE), Wake on LAN (WOL), UCM 



and CIM capable 



 Supports standard pNIC or vNIC2 modes 



 Unified networking delivering LAN and iSCSI 



over 10 Gb Base-T 



 Two independent 10 Gbp Base-T interfaces with 



SR-IOV capability 



 PCI Express v2.1 with support for x8 link width 



10 Gb Base-T and 1000Base-T link modes 



 DMTV Network Controller Sideband interface 



(NC-SI) capable for IMM2 shared port access 



Broadcom NetXtremeII ML2 



dual-port 10 Gb-SFP+ Ethernet 



Adapter 



This adapter can only 



be installed in slot 10 



on the standard I/O 



book board.  



 Port 1 on the adapter is the default port for IMM 



Shared mode when enabled through UEFI. 



 This adapter provides the following features: 



 PCIe Gen2 x8 dual-port 10 Gb SFP+ controller in 



50 mm wide ML2 form factor 



 TCP/IP Offload (TOE), Wake on LAN (WoL), UCM 



and CIM capable 



 Supports standard pNIC or vNIC2 modes 



 Unified networking delivering LAN and iSCSI 



over 10 Gb SFP+ 



 Two independent 10 Gbp SFP+ interfaces with 



SR-IOV capability 



 PCI Express v2.1 with support for x8 link width, 



accepts both FTP+ SR optical and SFP+ DAC 



cables 



 DMTV Network Controller Sideband interface 



(NC-SI) capable for IMM2 shared port access 
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Supported Features on Demand software 



The following table lists the supported Features on Demand (FoD) software. For more information, see “Installing 



an adapter“. For more information about enabling Features on Demand software, see “Enabling Features on 



Demand Ethernet software“. 



Table 26. Supported Features on Demand software and information about the Features on Demand software 



Features On Demand software Additional Information 



ServeRAID M1100 Series Zero 



Cache/RAID 5 Upgrade  



 Provides RAID levels 5 and 50 support. 



ServeRAID M5100 Series RAID 6 



Upgrade   



 Provides RAID levels 6 and 60 support. 



ServeRAID M5100 Series Performance 



Accelerator (FoD FastPath) 



 Accelerates solid-state drive RAID devices by reducing the 



processing overhead that is associated with caching. 



 One of the RAID cache cards must be installed in the RAID cache 



card connector on the system board to enable this capability. 



ServeRAID M5100 Series SSD Caching 



Enabler (FoD Cachecade 1 or 2) 



 Enables a hard disk drive RAID array to have its own solid-state drive 



cache. The solid-state drive cache is much larger than the DRAM 



cache on the controller and can provide better performance 



acceleration. Cachecade 1 is read cache only, and Cachecade 2 adds 



write caching. 



For information about the supported RAID cache cards and RAID controllers, see “Supported RAID cache cards“ 



and “Supported RAID adapters“. For information about the supported Ethernet adapters, see “Supported ML2 



(Ethernet) adapters“. 



Adapter installation instructions 



Notes:  



 For more overview information about installing adapters, see “Installing an adapter“. For more information 



about which I/O book in which you can install the supported adapters, see “Supported RAID adapters“, 



“Supported RAID cache cards“, “Supported ML2 (Ethernet) adapters“, and “Supported host bus adapters“. 



 These instructions apply to any supported adapter (for example, network adapters). 



 The server does not support any high-definition video-out connector or stereo connector on any add-on video 



adapter. 
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To install an adapter, complete the following steps:  



Attention: Do not install the optional NVIDIA Grid K1 and K2, the NVIDIA Tesla K20 and K40, and the NVIDIA 



Quadro K4000 and K6000 adapters in systems containing 1TB of system memory or more. If these options are 



installed in systems with 1TB of memory or more, it might cause undetected data corruption and system 



instability. These options are only supported in systems containing less than 1TB of memory. This limitation applies 



to both the 4-socket (4U) and the 8-socket (8U) configurations. For more information, see the support site. 



1. Read the safety information and installation guidelines, see “Safety“ and the “Installation guidelines“. 



2. Turn off the server (see “Turning off the server“) and all attached peripheral devices. Disconnect all power 



cords; then, disconnect all external cables from the server. 



3. Follow the cabling instructions, if any come with the adapter. Route the adapter cables before you install the 



adapter. 



4. Remove the I/O book in which the failed adapter is installed. Follow the removal instructions as documented 



for the I/O book. 



5. Open the PCIe retention lever and remove the expansion slot cover from the slot in which you want to install 



the adapter. 



6. Make sure that the PCIe retention lever is in the open position. 



7. Touch the static-protective package that contains the adapter to any unpainted surface on the outside of the 



server; then, grasp the adapter by the top edge or upper corners of the adapter and remove it from the 



package. 



8. Align the adapter so that the keys align correctly with the connector on the board 



9. Insert the adapter into the connector, aligning the edge connector on the adapter with the connector on the 



I/O book board. Press the edge of the connector on the adapter firmly into the connector. Make sure that 



the adapter snaps into the connector on the I/O book board securely.  



Attention: Make sure that the adapter is correctly seated into the connector before you turn on the server. 



An incorrectly seated adapter might cause damage to the I/O book board or the adapter. 



10. Close the PCIe retention lever. 



11. Connect any cables to the adapter, if applicable.  



Note: Follow the general rule for connecting the SAS signal cables to the adapter and drive backplane: port 0 



on the adapter to port 0 on the drive backplane and port 1 on the adapter to port 1 on the drive backplane 



(depending on the type of drive backplanes you installed in the server). 



12. Perform any configuration tasks that are required for the adapter. 



If you have other devices to install or remove, do so now. 
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Installing the optional ServeRAID M5120 SAS/SATA Controller 



You can purchase the optional ServeRAID M5120 SAS/SATA Controller. This adapter can be installed only in the 



PCIe slots listed in “Supported RAID adapters“.  



Attention: Some cluster solutions require specific code levels or coordinated code updates. If the device is part of 



a cluster solution, verify that the latest level of code is supported for the cluster solution before you update the 



code. 



Notes:  



 This adapter is for external RAID and can be used when external storage expansion units are attached to the 



server. 



 For additional information and notes about installing adapters “Installing an adapter“ and “Supported RAID 



adapters“. 



 The ServeRAID M5120 SAS/SATA adapter provides base RAID levels 0, 1, and 10 support. 



 This adapter comes with a RAID cache card. The cache card comes with a flash power module. If you want to 



connect the flash power module to this adapter you must install the adapter and the flash power module in 



the standard I/O book. For information about where to install the RAID flash power module in the server, see 



“Installing a RAID adapter flash power module in the standard I/O book“ and “Installing a RAID adapter flash 



power module in the storage book“. 



The following illustration shows this adapter. 



 



To install the ServeRAID M5120 SAS/SATA adapter, complete the following steps: 



1. Read the safety information and installation guidelines, see “Safety“ and “Installation guidelines“. 



2. Turn off the server (see “Turning off the server“) and all attached peripheral devices. Disconnect all power 



cords; then, disconnect all external cables from the server. 



3. Remove the I/O book in which the failed adapter is installed. Follow the removal instructions as documented 



for the I/O book. 
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4. Open the PCIe retention lever and remove the expansion slot cover from the slot in which you want to install 



the adapter. 



5. Make sure that the PCIe retention lever is in the open position. 



6. Touch the static-protective package that contains the adapter to any unpainted surface on the outside of the 



server; then, grasp the adapter by the top edge or upper corners of the adapter and remove it from the 



package. 



7. If the RAID cache card is not already attached to the adapter, see “Installing a RAID cache card“ for 



instructions on installing and cabling the cache card. If a flash power module comes with the cache card, see 



“Installing a RAID adapter flash power module in the storage book“ and “Installing a RAID adapter flash 



power module in the standard I/O book“ for information about where to store flash power modules. 



8. Align the adapter so that the keys align correctly with the connector on the I/O book board. 



9. Insert the adapter into the connector, aligning the edge connector on the adapter with the connector on the 



I/O book board. Press the edge of the connector on the adapter firmly into the connector. Make sure that 



the adapter snaps into the connector on the I/O book board securely.  



Attention: Make sure that the adapter is correctly seated into the connector before you turn on the server. 



An incorrectly seated adapter might cause damage to the I/O book board or the adapter. 



10. Close the PCIe retention lever. 



11. Follow the instructions for reinstalling the I/O book that you removed. 



12. Connect any external cables to the adapter, if applicable.  



Note: Follow the general rule for connecting the SAS signal cables to the adapter and drive backplane: port 0 



on the adapter to port 0 on the drive backplane and port 1 on the adapter to port 1 on the drive backplane 



(depending on the type of drive backplanes you installed in the server). 



13. Perform any configuration tasks that are required for the adapter. 



If you have other devices to install or remove, do so now. Otherwise, go to “Completing the installation“. 
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Installing the ServeRAID M5210 SAS/SATA Controller 



You can purchase the optional ServeRAID M5210 SAS/SATA Controller.  



Attention: Some cluster solutions require specific code levels or coordinated code updates. If the device is part of 



a cluster solution, verify that the latest level of code is supported for the cluster solution before you update the 



code. 



The following is an illustration of the ServeRAID M5210 SAS/SATA Controller: 



 



Notes:  



 This adapter must be installed only in the PCIe slots on the storage book. See “Storage book“ for more 



information. 



 For additional information and notes about installing adapters see “Installing an adapter“ and “Supported 



RAID adapters“. 



 Follow the general rule for connecting the SAS signal cables to the adapter and drive backplane: port 0 on the 



adapter to port 0 on the drive backplane and port 1 on the adapter to port 1 on the drive backplane 



(depending on the type of drive backplane you install in the server). 



To install the ServeRAID M5210 SAS/SATA adapter, complete the following steps: 



1. Read the safety information and installation guidelines, see “Installation guidelines“. 



2. Turn off the server (see “Turning off the server“) and all attached peripheral devices. Disconnect all power 



cords; then, disconnect all external cables from the server. 



3. Remove the storage book (see “Removing the storage book“). 



4. Open the PCIe retention lever and remove the expansion slot cover from the slot where you want to install 



the adapter. 



5. Touch the static-protective package that contains the adapter to any unpainted surface on the outside of the 



server; then, grasp the adapter by the top edge or upper corners of the adapter and remove it from the 



package. 
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6. Align the adapter so that the keys align correctly with the connector on the I/O book board. 



7. Insert the adapter into the connector, aligning the edge connector on the adapter with the connector on 



theI/O book board. Press the edge of the connector on the adapter firmly into the connector. Make sure that 



the adapter snaps into the connector on the I/O book board securely. Insert the SAS/SATA adapter into the 



connector until it is firmly seated.  



Attention: Make sure that the adapter is correctly seated into the connector before you turn on the server. 



An incorrectly seated adapter might cause damage to the I/O book board or the adapter. 



8. Close the PCIe retention lever. 



9. Connect any cables to the adapter, if applicable.  



Note: Follow the general rule for connecting the SAS signal cables to the adapter and drive backplane: port 0 



on the adapter to port 0 on the drive backplane and port 1 on the adapter to port 1 on the drive backplane 



(depending on the type of drive backplanes you installed in the server). 



10. Reinstall the storage book. 



11. Perform any configuration tasks that are required for the adapter. 



If you have other devices to install or remove, do so now. Otherwise, go to “Completing the installation“. 



Installing the N2215 SAS/SATA Host Bus Adapter 



You can purchase an optional N2215 SAS/SATA Host Bus Adapter. This solid-state drive controller provides no RAID 



support; however, it helps to provide optimized performance for applications that do not need RAID support. For 



configuration information, see the documentation that comes with the adapter. 



Attention: Some cluster solutions require specific code levels or coordinated code updates. If the device is part of 



a cluster solution, verify that the latest level of code is supported for the cluster solution before you update the 



code. 



Notes:  



 You must install this adapter only in the PCIe slots in the storage book. See “Storage book“ for the location of 



the connectors. 



 For additional information and notes about installing the adapters “Installing an adapter“. 



 Follow the general rule for connecting the SAS signal cables to the adapter and drive backplane: port 0 on the 



adapter to port 0 on the drive backplane and port 1 on the adapter to port 1 on the drive backplane 



(depending on the type of drive backplane you install in the server). 



To install the adapter, complete the following steps: 



1. Read the safety information and installation guidelines, see “Safety“ and “Installation guidelines“. 



2. Turn off the server (see “Turning off the server“) and all attached peripheral devices. Disconnect all power 



cords; then, disconnect all external cables from the server. 
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3. Remove the storage book from the server (see “Removing the storage book“). 



4. Open the PCIe retention lever and remove the expansion slot cover from the slot where you want to install 



the adapter. 



5. Touch the static-protective package that contains the adapter to any unpainted surface on the outside of the 



server; then, grasp the adapter by the top edge or upper corners of the adapter and remove it from the 



package. 



6. Align the adapter so that the keys align correctly with the connector on the storage book board 



7. Insert the adapter into the connector, aligning the edge connector on the adapter with the connector on the 



storage book board. Press the edge of the connector on the adapter firmly into the connector. Make sure 



that the adapter snaps into the connector on the storage book board securely.  



Attention: Make sure that the adapter is correctly seated into the connector before you turn on the server. 



An incorrectly seated adapter might cause damage to the storage book board or the adapter. 



8. Connect any cables to the adapter, if applicable.  



Note: Follow the general rule for connecting the SAS signal cables to the adapter and drive backplane: port 0 



on the adapter to port 0 on the drive backplane and port 1 on the adapter to port 1 on the drive backplane 



(depending on the type of drive backplanes you installed in the server). 



9. Close the PCIe retention lever. 



10. Reinstall the Storage book. 



11. Perform any configuration tasks that are required for the adapter. 



If you have other devices to install or remove, do so now. Otherwise, go to “Completing the installation“. 



Installing an adapter in the full-length I/O book 



This information explains how to install an adapter in the full-length I/O book. 



Notes:  



 See “Installing an adapter“ for additional notes and information that you must consider when you install an 



adapter in the server. 



 For more information about the full-length I/O book and the location of the connectors on the board, see 



“Full-length I/O book“. 



To install an adapter full-length I/O book, complete the following steps: 



1. Read the safety information and installation guidelines, see “Safety“ and “Installation guidelines“. 



2. Follow the cabling instructions, if any come with the adapter. Route the internal adapter cables before you 



install the adapter. 



3. Remove the full-length I/O book from the server (see “Removing the full-length I/O book“). 



4. Remove the I/O book cover. Slide the cover forward, then lift it off the I/O book. 



5. Make sure that the PCIe retention lever is in the open position. 
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6. Remove the expansion slot cover. 



7. Touch the static-protective package that contains the adapter to any unpainted surface on the outside of the 



server; then, remove the adapter from the package. 



8. Insert the adapter into the connector on the board, aligning the edge connector on the adapter with the 



connector on the I/O book board. 



9. Press the edge of the connector on the adapter firmly into the connector on the board. Make sure that the 



adapter snaps into connector securely. (See the following illustration.) 



Attention: When you install an adapter, make sure that the adapter is correctly seated in the connector on 



the board before you turn on the server. An incorrectly seated adapter might cause damage to the board or 



the adapter. 



 



10. Connect the auxiliary power cable from the adapter to the board (see the following illustration for the 



location of the connector on the board).  



 



11. Close the PCIe retention lever to secure the adapter in place. 



12. Connect any cables to the adapter, if necessary. 



13. Reinstall the cover on the full-length I/O book. 



14. Reinstall the I/O book in the server. 
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15. Perform any configuration tasks that are required for the adapter. 



16. Reconnect the server power cord and any cables that you removed. 



17. Turn on the peripheral devices and the server. 



Installing a RAID cache card 



The server supports optional RAID cache cards that you can install on the RAID cache card connector on the RAID 



adapters to upgrade to RAID levels 5 and 50 support. See “Supported RAID cache cards“ for more information 



about the cache cards and which cache card is supported on the RAID adapters. 



To install a RAID cache card, complete the following steps: 



1. Read the safety information and installation guidelines, see “Safety“ and “Installation guidelines“. 



2. Turn off the server (see “Turning off the server“) and all attached peripheral devices. Disconnect all power 



cords; then, disconnect all external cables from the server. 



3. Follow the instructions for removing the I/O book where you want to install the cache card on the adapter. 



4. Touch the static-protective package that contains the cache card to any unpainted surface on the outside of 



the server; then, grasp the cache card by the edges and remove it from the package. 



5. Align the cache card with the RAID cache card slot on the adapter and lower it onto the connector. 



6. Gently press down on the center of the cache card until it clicks into place on the connector and is firmly 



seated. 



If you have other devices to install or remove, do so now. Otherwise, go to “Completing the installation“. 



Installing a RAID adapter flash power module in the 
storage book 



Note: You can install up to two RAID flash power modules in the storage book. 



When you install multiple RAID adapters that come with flash power modules, install them in the slots inside the 



storage book. 



To install a RAID adapter flash power module in the storage book, complete the following steps: 



1. Read the safety information and installation guidelines, see “Safety“ and “Installation guidelines“. 



2. Turn off the server and peripheral devices and disconnect all power cords and external devices. 



3. Remove the storage book (see “Removing the storage book“). 



4. Disconnect the cables from the bottom drive backplane, if needed. 



5. Open the retention clip on the flash power module slot. Press the blue tab outward to open the retention 



clip. (See the following illustration for the location of the flash power slots.)  
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6. Rotate the retention clip all the way up. 



7. Place the flash power module in the flash power module slot with the cable at the bottom and facing the 



rear of the storage book. 



8. Connect one end of the cable extender, that comes with the power module, to the flash power module cable 



and the other end of the cable extender to the adapter. 



9. Rotate the retention clip down and press it until it clicks in place. 



10. Reconnect the cables to the drive backplane. 



If you have other devices to install or remove, do so now. Otherwise, go to “Completing the installation“. 



Installing a RAID adapter flash power module in the 
standard I/O book 



Note: You can install up to three RAID flash power modules in the standard I/O book. 



When you install RAID adapters that come with flash power modules in the standard I/O book , install the flash 



power modules in the slots inside the standard I/O book air baffle to prevent them from overheating. 



To install a RAID adapter flash power module in the air baffle, complete the following steps: 



1. Read the safety information and installation guidelines, see “Safety“ and “Installation guidelines“. 



2. Turn off the server and peripheral devices and disconnect all power cords and external devices. 



3. Remove the standard I/O book (see “Removing the standard I/O book“). 



4. Pull up on the air baffle top cover tab while pushing down on the bottom tab on the base of the air baffle to 



remove the cover.  
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5. Place the flash power module in the slot on the air baffle with the cable at the bottom as shown in the 



following illustration.  



 



6. If you install the flash power modules in the two slots on the left side (facing the front of the standard I/O 



book) of the air baffle, route the cables through the clips and the holes on the side of the air baffle. When 



you install a flash power module in the slot on the right side of the air baffle, route the cable through the 



hole under the flash power module slot.  



7. Connect one end of the cable extender, that comes with the power module, to the flash power module cable 



and the other end of the cable extender to the adapter. 



8. Replace the air baffle cover. Align the tabs on the cover with the slots on the air baffle and rotate the cover 



down, then press the cover down until it latches. 
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If you have other devices to install or remove, do so now. Otherwise, go to “Completing the installation“. 



Installing power supplies 



The server supports 900-watt ac power supplies, 1400-watt ac power supplies, and 750-watt -48 volt dc power 



supplies. For more information about the supported power supplies and instructions on how to install the power 



supplies, see “Installing a 1400-watt or 900-watt hot-swap power supply“ and “Installing a 750-watt -48 volt to -60 



volt dc power supply“. 



Note: The information and instructions in this documentation apply to both the 4-socket and the 8-socket server. 



The following points describe the types of power supplies that the server supports and other information that you 



must consider when you install power supplies: 



 The server default power supply configuration setting, when shipped from the factory, is non-redundant 



mode with throttling enabled for both ac and dc power supply models. If you want to change the mode to 



redundancy mode, you must use IMM2 web interface to set and change the power supply Power Policy and 



System Power Configurations options settings. You can set and change the policies and configurations using 



the IMM2 web interface, CIM, or the Advanced Settings Utility. You cannot set or change the Power Policy or 



System Power Configurations setting using the UEFI Setup utility. For more information, see “Setting power 



supply power policy and system power configurations“. 



 If you are using two power input feeds, connect power supplies 1 and 3 to input feed A and power supplies 2 



and 4 to input feed B. 



 You cannot mix ac and dc power supplies in the same server. 



 The power supply bays are divided into two power domains. Power supply bays 1 and 3 are in power domain 



A and power supply bays 2 and 4 are in power domain B. 



 You must use a power-supply spacer when installing the 750-watt -48 volt dc power supplies and the 900-



watt power supplies. 



 The following table lists the population sequence for the supported power supply configurations. These 



configurations apply for each 4-socket node of the 8-socket server. 



Table 27. Population sequence for the supported power supply configurations for each 4-socket node 



Power supply 



configuration Notes: 



1 power supply The power supply should be installed in bay 3. This configuration does not support power 



supply redundancy. A power supply filler must be installed in bays 1, 2, and 4. 



2 power supplies The power supplies should be installed in bays 2 and 3 with each supply on separate power 



feeds for feed redundancy. Both power supplies must be the same type (that is, the same 



wattage, ac power supplies, or dc power supplies). A power supply filler must be installed 





file:///C:/IBMrebrand/8230%206986-000/nn1em_t_ugch2completeinstall.html%23nn1em_t_ugch2completeinstall


file:///C:/IBMrebrand/8230%206986-000/installing_900w_and_1400w_ac_power_supplies.html


file:///C:/IBMrebrand/8230%206986-000/installing_a_750w_dc_power_supply.html


file:///C:/IBMrebrand/8230%206986-000/installing_a_750w_dc_power_supply.html


file:///C:/IBMrebrand/8230%206986-000/setting_power_policy_and_system_power_configurations.html


file:///C:/IBMrebrand/8230%206986-000/setting_power_policy_and_system_power_configurations.html








Installation and Service Guide 



126 
8230 6986-000 



Table 27. Population sequence for the supported power supply configurations for each 4-socket node 



Power supply 



configuration Notes: 



in bays 1 and 4. 



4 power supplies Power supplies 1, 2, 3, and 4 must be the same input type (that is, all ac power supplies or 



all dc power supplies). 



 Four 750-watt -48 volt dc power supplies is the only 750-watt -48 volt dc power supply configuration that the 



server supports (for each 4-socket node). 



 The following table lists the supported ac power supply configurations at both 220 V ac and 110 V ac. These 



configurations apply for each 4-socket node of the 8-socket server: 



Table 28. Supported ac power supply configurations at both 220 V ac and 110 V ac for each 4-socket node 



Number of power supplies Power supply wattage 



One 900-watt 



One 1400-watt 



Two 900-watt 



Two 1400-watt 



Four  Two 900-watt and two 1400-watt 



Four 900-watt 



Four 1400-watt 
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 If you mix 900-watt and 1400-watt power supplies in the server, the power supplies must be installed as 



listed in the following table. These configurations apply for each 4-socket node of the 8-socket server. 



Table 29. Support configurations when mixing 900-watt and 1400-watt ac power supplies 



for each 4-socket node. 



Note: If you are using two power input feeds, connect power supplies 1 and 3 to input feed A and power 



supplies 2 and 4 to input feed B. 



Power supply bay number Power supply wattage 



Bays 1 and 4 900-watt 



Bays 2 and 3 1400-watt 



OR 



Bays 1 and 4  1400-watt 



Bays 2 and 3 900-watt 



Installing a 750-watt -48 volt to -60 volt dc power supply 



When you install 750-watt -48 volt to -60 volt dc power supplies, consider the following information. 



Notes:  



 This information applies to both the 4-socket and 8-socket servers. 



 Four 750-watt -48 dc power supplies is the only 750-watt -48 volt dc power supply configuration that the 



server supports (per 4-socket node). 



 Four 750-watt hot-swap power supplies fed from a -48 volt to -60 volt dc input source provides N+N 



redundancy support for limited configurations. 



 For more notes and information that you must consider when you install power supplies in the server, see 



“Installing power supplies“. 



The following points provide information that you must consider when you install a 750-watt -48 V to -60 V dc 



power supply. 



Attention: 



 Only trained service technicians are authorized to install and remove the 750-watt -48 V to -60 V dc power 



supply, and make connections to or disconnections from the 750-watt -48 V to -60 V dc power source. 



 You are responsible for ensuring that only a trained service technician install or remove the 750-watt -48 V to 



-60 V dc power cable. 
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 You can install up to four dc power supplies (per 4-socket node) or four ac power supplies (per 4-socket 



node) in the server, but you cannot mix dc and ac power supplies in the same server. 



 The power supply bays are divided into two power domains (each 4-socket node). Power supply bays 1 and 3 



are in power domain A and power supply bays 2 and 4 are in power domain B. 



 To reduce the risk of electric shock or energy hazards when installing the 750-watt -48 V to -60 V dc power 



supplies, take the following steps: 



o Use a circuit breaker that is rated 40 amps. 



o Use 4 mm2 (10 AWG) at 60° C copper wire. 



o Cut the power cable wires to the correct length, but do not cut the wires shorter than 150 mm (6 



inches). 



o Torque the wiring-terminal screws to 0.50 ~ 0.60 newton-meters (4.43 ~ 5.31 inch-pounds). 



Statement 8 



 



CAUTION: 



Never remove the cover on a power supply or any part that has the following label attached.  



 



Hazardous voltage, current, and energy levels are present inside any component that has this label attached. There 



are no serviceable parts inside these components. If you suspect a problem with one of these parts, contact a 



service technician. 











Installation and Service Guide 



129 
8230 6986-000 



 











Installation and Service Guide 



130 
8230 6986-000 



 











Installation and Service Guide 



131 
8230 6986-000 



 



Note: These instructions apply to both the 4-socket and 8-socket servers. 



To install a 750-watt -48 V to -60 V dc power supply, complete the following steps: 



Note: Only trained service technicians should install and remove the 750-watt -48 V to -60 V dc power supply, and 



make connections to or disconnections from the 750-watt -48 V to -60 V dc power source. You are responsible for 



ensuring that only a trained service technician install or remove the 750-watt -48 V to -60 V dc power cable. 



1. Read the notes at the beginning of this section and read the safety information and installation guidelines, 



see “Safety“ and “Installation guidelines“. 



2. Turn off the server (see “Turning off the server“) and all attached peripheral devices. Disconnect all external 



cables from the server.  
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Attention: When you handle static-sensitive devices, take precautions to avoid damage from static 



electricity. For details about handling these devices, see “Handling static-sensitive devices“. 



3. Turn off the circuit breaker(s) for the dc power supplies.  



Note: Make sure that you use a circuit breaker that is rated 40 amps. 



4. Remove the power-supply filler panel from the power-supply bay where you are installing the power supply. 



Save the filler for later use. 



5. Touch the static-protective package that contains the power supply to any unpainted metal surface on the 



server; then, remove the power supply from the package and place it on a static-protective surface. 



6. Attach the dc power cable to the new power supply. Make sure that the power cable wires are connected 



securely to the -48 V, ground, and to the -48 V return terminals (as shown in the following illustration). Make 



sure that:  



a. You use 4 mm2 (10 AWG) at 60° C copper wire. 



b. Cut the power cable wires to the correct length, but do not cut the wires shorter than 150 mm (6 



inches). 



c. Torque the wiring-terminal screws to 0.50 ~ 0.60 newton-meters (4.43 ~ 5.31 inch-pounds). 
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7. Insert the power-supply spacer into the left side of the power-supply bay (against the bay wall) and slide it in 



until it snaps into place on the tabs on the side of the power supply bay. (See the following illustration.) 



 



8. Grasp the handle on the rear of the power supply and slide the power supply into the bay (next to the 



spacer) until it clicks into place and is seated firmly into the connector. 



9. Connect the other ends of the dc power cable to the dc power source.  



Note: When you install additional power supplies, place the following power rating label that comes with the 



power supply option on the rear of the server. 



 



10. Turn on the circuit breaker(s) for the dc power supplies. 



11. Route the power cable through the cable hook-and-loop on the rear of the server so that it does not 



accidentally become unplugged. 



12. Reconnect all of the cables to the peripheral devices. 



13. Restart the server. Make sure that it starts correctly and recognizes the newly installed device, and make 



sure that no error LEDs are lit. 



Installing a 1400-watt or 900-watt hot-swap power supply 



Note: This information and instructions apply to both the 4-socket and the 8-socket servers. 



The following points describe the 1400-watt or 900-watt ac hot-swap power supply information that you must 



consider when you install a hot-swap 1400-watt or 900-watt ac hot-swap in the server:  



 If you install additional power supplies or different power supplies, place the power rating label that comes 



with the new power supply option on the rear of the server. 



 Four 900-watt or four 1400-watt hot-swap power supplies fed from a 110 V input source provides N+N 



redundancy support for limited configurations (per 4-socket node). 
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 Four 1400-watt hot-swap power supplies fed from a 220 V ac input source provides N+N redundancy support 



for a full configuration (per 4-socket node). 



 The power supply bays are divided into two power domains. Power supply bays 1 and 3 are in power domain 



A and power supply bays 2 and 4 are in power domain B. 



 To confirm that the server supports the power supply that you are installing, see the support site for 



compatibility information. 



 For more notes and information that you must consider when you install power supplies in the server, see 



“Installing power supplies“. 



 The following table lists the population sequence for the supported power supply configurations. These 



configurations apply for each 4-socket node of the 8-socket server. 



Table30. Population sequence for the supported power supply configurations for each 4-socket node 



Power supply 



configuration Notes: 



1 power supply The power supply should be installed in bay 3. This configuration does not support power 



supply redundancy. A power supply filler must be installed in bays 1, 2, and 4. 



2 power supplies The power supplies should be installed in bays 2 and 3 with each supply on separate power 



feeds for feed redundancy. Both power supplies must be the same type (that is, the same 



wattage, ac power supplies, or dc power supplies). A power supply filler must be installed 



in bays 1 and 4. 



4 power supplies Power supplies 1, 2, 3, and 4 must be the same input type (that is, all ac power supplies or 



all dc power supplies). 



 If you mix 900-watt and 1400-watt power supplies in the server, the power supplies must be installed as 



listed in the following table: 



Table 31. Population sequence when mixing 900-watt and 1400-watt ac power supplies in a four-power 



supply configuration (per 4-socket node). 



Note:  If you are using two power input feeds, connect power supplies 1 and 3 to input feed A and power 



supplies 2 and 4 to input feed B. 



Power supply population sequence  Power supply wattage 



Bays 1 and 4 900-watt  



Bays 2 and 3 1400-watt  



OR 



Bays 1 and 4  1400-watt 



Bays 2 and 3 900-watt 
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 The following table lists the supported ac power supply configurations at both 220 V ac and 110 V ac. : 



Table 32. Supported ac power supply configurations at both 220 V ac and 110 V ac for each 4-socket node 



Number of power supplies Power supply wattage 



One 900-watt 



One 1400-watt 



Two 900-watt 



Two 1400-watt 



Four  Two 900-watt and two 1400-watt 



Four 900-watt 



Four 1400-watt 



Statement 5 



 



CAUTION: 



The power control button on the device and the power switch on the power supply do not turn off the electrical 



current supplied to the device. The device also might have more than one power cord. To remove all electrical 



current from the device, ensure that all power cords are disconnected from the power source. 



 



Statement 8 



 



CAUTION: 



Never remove the cover on a power supply or any part that has the following label attached.  
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Hazardous voltage, current, and energy levels are present inside any component that has this label attached. There 



are no serviceable parts inside these components. If you suspect a problem with one of these parts, contact a 



service technician. 



To install a hot-swap power supply, complete the following steps: 



1. Read the safety information and installation guidelines, see “Safety“ and “Installation guidelines“. 



2. Touch the static-protective package that contains the power supply to any unpainted metal surface on the 



server; then, remove the power supply from the package and place it on a static-protective surface. 



3. If you are installing the power supply into an empty bay, remove the power-supply filler panel from the 



power-supply bay. 



4. Use one of the following procedures to install the power supply.  



 To install a 1400-watt power supply, complete the following steps:  



 Grasp the handle on the rear of the power supply and slide the power supply forward into the 



power-supply bay until it clicks. Make sure that the power supply connects firmly into the power-



supply connector. (See the following illustration.) 



 



 Go to step “5“. 



 To install a 900-watt power supply, complete the following steps:  



 Insert the power-supply spacer into the left side (against the bay wall) of the power-supply bay 



and slide it in until it snaps into place on tabs on the side of the bay. (See the following 



illustration.) 
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 Grasp the handle on the rear of the power supply and slide the power supply forward into the 



power-supply bay (next to the spacer) until it clicks into place. Make sure that the power supply 



connects firmly into the power-supply connector. 



 Go to step “5“. 



5. Route the power cord through the cable hook-and-loop on the rear of the server so that it does not 



accidentally become unplugged. 



6. Connect the power cord for the new power supply to the power-cord connector on the power supply. 



7. Connect the other end of the power cord to a properly grounded electrical outlet. 



8. Make sure that the ac power LED on the power supply is lit, indicating that sufficient power is being supplied 



to the power supply through the power cord. During normal operation, both the ac and the dc power LEDs 



are lit. For any other combination of LEDs, see “Power-supply LEDs“. Make sure that no error LEDs are lit. 



9. Restart the server. Confirm that it starts correctly and recognizes the newly installed device, and make sure 



that no error LEDs are lit. 



Installing the drive backplanes 



The following topics provide instructions on how to install the supported drive backplanes in the server. 



 “Installing the 8x1.8-inch hot-swap drive backplane assembly“ 



This information provides instructions on how to install the 8x1.8-inch drive backplane in the server. 



 “Installing the 4x2.5-inch hot-swap drive backplane“ 



This information provides instructions on how to install the 4x2.5-inch hot-swap drive backplane assembly. 
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Installing the 8x1.8-inch hot-swap drive backplane assembly 



Notes:  



 When you install a 8x1.8-inch drive backplane assembly, the drive IDs that are indicated on the server front 



bezel will no longer be valid. Use the drive labels that come with the backplane to renumber the drive IDs on 



the bezel. 



 For more information about drive IDs, see “Drive IDs“. For more information about the supported drive 



backplane configurations, see “Supported SAS/SATA drive backplane configurations“. 



To install the 8x1.8-inch hot-swap drive backplane assembly, complete the following steps: 



1. Read the safety information and installation guidelines, see “Safety“ and “Installation guidelines“.  



2. Turn off the server (see “Turning off the server“) and all attached peripheral devices. Disconnect all power 



cords; then, disconnect all external cables from the server. 



3. Remove the storage book (see “Removing the storage book“). 



4. Remove the drive bay fillers from the front of the server for the bays that are associated with the backplane 



bay in which you are installing the backplane. 



5. If a backplane filler panel is installed in the backplane bays in which you are installing the backplane 



assembly, remove the backplane filler panel. 



6. Align the backplane assembly with the backplane bay in which you are installing the assembly.  



7. Slide the drive backplane assembly into the backplane bay until it clicks into place. (See the following 



illustration.) 



 



8. Connect the power cable to the power connector on the drive backplane assembly (one end of the power 



cable is connected to the rear of the storage book).  



Note: If the cables are not connected correctly, when the server is powered on the LEDs on all drives in the 



backplane will be lit, indicating a configuration error. 
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9. Connect the SAS/SATA signal cables to the drive backplane and to the adapter. 



If you have other devices to install or remove, do so now. Otherwise, go to “Completing the installation“. 



Installing the 4x2.5-inch hot-swap drive backplane 



The following is an illustration of the 4x2.5-inch drive backplane: 



 



To install the 4x2.5-inch hot-swap drive backplane, complete the following steps: 



1. Read the safety information and installation guidelines, see “Safety“ and “Installation guidelines“.  



2. Turn off the server (see “Turning off the server“) and all attached peripheral devices. Disconnect all power 



cords; then, disconnect all external cables from the server. 



3. Remove the storage book from the server (see “Removing the storage book“). 



4. If a backplane filler panel is installed in the backplane bay in which you are installing the backplane, remove 



the backplane filler panel. 



5. Insert the backplane tabs into the slots on the left side of the backplane cage and rotate the drive backplane 



assembly forward until the backplane locks in place in the retention latch. (See the following illustration.)  
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6. Connect the power cable to the power connector on the drive backplane.  



Note: To ensure that the hard disk drive ID numbering matches the drive ID numbering on the front of the 



server, make sure that you connect the shorter blue power cable connector to the bottom backplane and 



connect the grey power cable connector to the top backplane. 



7. Connect the SAS/SATA signal cable to the backplane and to the adapter. 



If you have other devices to install or remove, do so now. Otherwise, go to “Completing the installation“. 



Completing the installation 



Once you have installed the devices in the server, follow these instructions to complete the installation process. 



1. Make sure that all cables are connected properly. 



2. Update the server configuration (see “Updating the server configuration“). 



3. Reconnect the power cords. 



4. Start the server. Confirm that is starts correctly and recognizes the newly installed devices, and make sure 



that no error LEDs are lit. 



5. If you want to install the server in a rack, see the Rack Installation Instructions that come with the server for 



instructions. 



Updating the server configuration 



This information explains about the server configuration tasks that you might need to perform when you add and 



remove devices. 



When you start the server for the first time after you add or remove a device, you might receive a message that 



the configuration has changed. The Setup utility starts automatically so that you can save the new configuration 



settings. 



Some optional devices have device drivers that you must install. For information about installing device drivers, 



see the documentation that comes with each device. 



If the server has an optional RAID adapter and you have installed or removed a hard disk drive, see the 



documentation that comes with the RAID adapter for information about reconfiguring the disk arrays. 



The server comes with at least one microprocessor. If more than one microprocessor is installed, the server can 



operate as a symmetric multiprocessing (SMP) server. You might have to upgrade the operating system to support 



SMP. For more information, see “Typical operating-system installation“ and the operating-system documentation. 



For information about configuring the integrated Ethernet controller, see “Configuring the Ethernet controller“. 
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5 Configuring the server 



This topic provides information about updating the firmware and using the configuration utilities to configure the 



server. It also provides installation instructions for the operating systems.  



Updating the firmware  



This topic provides information about updating the server firmware. 



Notes:  



 Some cluster solutions require specific code levels or coordinated code updates. If the device is part of a 



cluster solution, verify that the latest level of code is supported for the cluster solution before you update the 



code. 



 Before you update the firmware, be sure to back up any data that is stored in the Trusted Platform Module 



(TPM), in case any of the TPM characteristics are changed by the new firmware. For instructions, see your 



encryption software documentation. 



To check for the latest level of firmware, such as the UEFI firmware, vital product data (VPD), device drivers, and 



integrated management module (IMM) firmware, go to the support site—specifically, the ES7000 Model 7600R G4 



Product Support site page and click Drivers and Downloads. Refer to “Obtaining releases from the Support site”. 



Attention: Installing the wrong firmware or device-driver update might cause the server to malfunction. Before 



you install a firmware or device-driver update, read any readme and other files that are provided with the 



downloaded update. These files contain important information about the update and the procedure for installing 



the update, including any special procedure for updating from an earlier firmware or device-driver version to the 



latest version. 



On the ES7000 Model 7600R G4 Product Support site, you can find multiple pieces of information about problems, 



fixes, updates, tips, and so on. 



The firmware for the server is periodically updated. Download the latest firmware for the server; then, install the 



firmware, using the instructions that are included with the downloaded files. 



When you replace a device in the server, you might have to update the firmware that is stored in memory on the 



device or restore the pre-existing firmware from a CD or DVD image. 



The following list indicates where the firmware is stored: 



 UEFI firmware is stored in ROM on the standard I/O book board. 



 IMM2 firmware is stored in ROM on the standard I/O book board. 



 Ethernet firmware is stored in ROM on the Ethernet controller. 
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 ServeRAID firmware is stored in ROM on the I/O board and on the RAID adapter (if one is installed). 



 SAS/SATA firmware is stored in ROM on the SAS/SATA controller. 



Configuring the server 



The following configuration programs come with the server: 



 Setup utility  



The Setup utility is part of the UEFI firmware. Use it to perform configuration tasks such as changing 



interrupt request (IRQ) settings, changing the startup-device sequence, setting the date and time, and setting 



passwords. For information about using this program, see “Using the Setup utility“. 



 Boot Manager  



The Boot Manager is part of the UEFI firmware. Use it to override the startup sequence that is set in the 



Setup utility and temporarily assign a device to be first in the startup sequence. For more information about 



using this program, see “Using the Boot Manager“. 



 Integrated management module  



Use the integrated management module II (IMM2) for configuration; to update the firmware and sensor data 



record/field replaceable unit (SDR/FRU) data; and to remotely manage a network. For information about 



using the IMM, see “Using the integrated management module“ and the Integrated Management Module II 



User's Guide (8230 6978). 



 Remote presence and blue-screen capture features  



The remote presence and blue-screen capture features are integrated functions of the integrated 



management module (IMM2). The remote presence feature provides the following functions:  



 Remotely viewing video with graphics resolutions up to 1600 x 1200 at 75 Hz, regardless of the system 



state 



 Remotely accessing the server, using the keyboard and mouse from a remote client 



 Mapping the CD or DVD drive, diskette drive, and USB flash drive on a remote client, and mapping ISO 



and diskette image files as virtual drives that are available for use by the server 



 Uploading a diskette image to the IMM memory and mapping it to the server as a virtual drive 



The blue-screen capture feature captures the video display contents before the IMM restarts the server 



when the IMM detects an operating-system hang condition. A system administrator can use the blue-screen 



capture feature to assist in determining the cause of the hang condition. 
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 Ethernet controller configuration  



For information about configuring the Ethernet controller, see “Configuring the Ethernet controller“. 



 Features on Demand software Ethernet software 



The server provides Features on Demand software Ethernet support. You can purchase a Features on 



Demand software upgrade key for Fibre Channel over Ethernet (FCoE) and iSCSI storage protocols that is 



provided through the Ethernet controller. For more information, see “Enabling Features on Demand 



Ethernet software“. 



 Features on Demand software RAID software 



The server comes with Features on Demand software RAID support for RAID levels 5, 6, 50, and 60 upgrade. 



Software RAID upgrade is enabled through the integrated management module II (IMM2). For more 



information, see “Enabling Features on Demand RAID software“. 



 Configuring RAID arrays  



For information about configuring RAID arrays, see “Configuring RAID arrays“. 



 Advanced Settings Utility (ASU) program  



Use this program as an alternative to the Setup utility for modifying UEFI settings and IMM settings. Use the 



ASU program online or out of band to modify UEFI settings from the command line without the need to 



restart the server to run the Setup utility. For more information about using this program, see “Advanced 



Settings Utility program“. 



Using the Setup utility 



This topic provides an overview the server Setup utility. Use the Unified Extensible Firmware Interface (UEFI) Setup 



utility to perform the following tasks: 



 View configuration information 



 View and change settings for devices and I/O ports 



 Set the date and time 



 Set and change passwords 



 Set the startup characteristics of the server and the order of startup devices 



 Set and change settings for advanced hardware features 



 View, set, and change settings for power-management features 



 View and clear error logs 



 Change interrupt request (IRQ) settings 



 Resolve configuration conflicts 
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Starting the Setup utility 



To start the Setup utility, complete the following steps: 



1. Turn on the server.  



Note: Approximately 10 seconds after the server is connected to input power, the power-on button becomes 



active. 



2. When the prompt <F1> Setup is displayed, press F1. If you have set an administrator password, you must 



type the administrator password to access the full Setup utility menu. If you do not type the administrator 



password, a limited Setup utility menu is available. 



3. Select settings to view or change. 



Setup utility menu choices 



The following choices are on the UEFI Setup utility main menu. Depending on the version of the UEFI firmware, 



some menu choices might differ slightly from these descriptions. 



 System Information  



Select this choice to view basic information about the server. When you make changes through other choices 



in the Setup utility, some of those changes are reflected in the system information; you cannot change 



settings directly in the system information.  



 System Summary  



Select this choice to view configuration information, including the ID, speed, and cache size of the 



microprocessors, machine type and model of the server, QPI link speed, the serial number, the system 



UUID, and the amount of installed memory. When you make configuration changes through other 



choices in the Setup utility, the changes are reflected in the system summary; you cannot change 



settings directly in the system summary. 



 Product Data  



Select this choice to view, the revision level or issue date of the firmware, the integrated management 



module and diagnostics code, and the version and date. 



 System Settings  



Select this choice to view or change the server component settings. This choice is on the full Setup utility 



menu only. 
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 Adapters and UEFI Drivers  



Select this choice if you want to use the configuration capabilities of older generation UEFI device 



drivers to configure the device. 



 Devices and I/O Ports  



Select this choice to view or change settings for devices and input/output (I/O) ports. You can 



configure the serial ports; configure remote console redirection; enable or disable the Ethernet 



controller, SAS/SATA controller, SATA optical drive channels, and PCI slots. If you disable a device, it 



cannot be configured, and the operating system will not be able to detect it (this is equivalent to 



disconnecting the device). 



 Driver Health 



Select this choice to view the health of the controllers in the server as reported by their device drivers. 



 Integrated Management Module  



Select this choice to view or change the settings for the integrated management module. 



 Power Restore Policy  



Select this choice to determine the mode of operation to which the server will be restored after a 



power outage occurs. You can select Always Off, Restore, or Always On to restore the server to 



the state that it was set to at the time of the power outage. 



 Commands on USB Interface Preference  



Select this choice to enable or disable the Ethernet over USB interface on the IMM. 



 Network Configuration  



Select this choice to view the systems-management network interface port, the IMM MAC 



address, the current IMM IP address, the system Ethernet MAC addresses, and the host name; to 



define the static IMM IP address, subnet mask, and gateway address; to specify whether to use 



the static IP address or have DHCP assign the IMM IP address; to save the network changes; and 



to reset the IMM. 



 Reset IMM to Defaults  



Select this choice to reset the IMM to the default settings. 



 Reset IMM  



Select this choice to reset the IMM settings. 
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 Legacy Support  



Select this choice to view or set legacy support. 



 Force Legacy Video on Boot  



Select this choice to force legacy video support, if the operating system does not support UEFI 



video output standards. 



 Rehook INT 19H  



Select this choice to enable or disable devices from taking control of the boot process. The 



default is Disable. 



 Legacy Thunk Support  



Select this choice to enable or disable UEFI to interact with PCI mass storage devices that are 



non-UEFI compliant. 



 Infinite Boot Retry 



Select this choice to enable or disable the infinitely retry of the Legacy Boot. 



 BBS Boot 



Select this choice to enable or disable legacy boot in BBS. 



 Non-Planar PXE 



Select this choice to enable or disable non-planar PXE for legacy mode. 



 Memory  



Select this choice to view or change the memory settings. To configure memory mirroring, select 



System Settings → Memory → Memory Mode → Mirroring. 



 Network  



Select this choice to view or configure the network device options, such as iSCSI, PXE, and network 



devices. There might be additional configuration choices for optional network devices that are 



compliant with UEFI 2.1 and later. 



 Operating Modes  



Select this choice to view or change the operating profile (performance and power utilization). This 



choice specifies a preset operating mode to configure the server for maximum power savings, 



maximum efficiency, and maximum performance. 
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 Minimal Power mode 



Select this choice to minimize the absolute power consumption of the system during operation. 



Server performance in this mode might be reduced depending on the application that is running. 



 Efficiency-Favor Power mode  



Select this choice to configure the server to draw the minimum amount of power and generate 



the least noise. Server performance might be degraded, depending on the application that you 



are running. This mode provides the best features for reducing power and increasing 



performance in applications where the maximum bus speeds are not critical. 



 Efficiency-Favor Performance mode  



Select this choice to maintain the optimal balance between performance and power 



consumption. The server generally produces the best performance per watt while it is in this 



mode. No bus speeds are derated in this mode. This is the default mode. 



 Custom mode  



Select this choice only if you understand the functions of the low-level IMM settings. This is the 



only choice that enables you to change the low-level IMM settings that affect the performance 



and power consumption of the server. 



 Maximum Performance mode  



Select this choice to achieve the maximum performance for most server applications. The power 



consumption in this mode is often higher than in the Efficiency-Favor Power or Efficiency-Favor 



Performance mode. 



 Power  



Select this choice to view or change power capping to control consumption, processors, and 



performance states. 



 Workload Configuration 



Select this choice to view and change the settings for expansion cards that require high I/O 



bandwidth when microprocessor cores are idle to allow enough frequency for the workload. 



 Processors  



Select this choice to view or change the processor settings. 
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 Recovery and RAS 



Select this choice to view or set the number of POST attempts and configure start recovery attempts 



and backup bank management settings. 



 Advanced RAS 



Select this choice to enable advanced RAS options. 



 Backup Bank Management 



Select this option to configure backup bank management settings. 



 Disk GPT Recovery 



Select this option to view and set Disk GPT (GUID Partition Table) recovery options. 



 POST attempts 



Select this choice to view or set the number of attempts to POST before the recovery is started. 



 System Recovery 



Select this choice to view or set the time to start the system recovery attempt. 



 POST Watchdog Timer  



Select this choice to view or enable the POST watchdog timer. 



 Reboot System on NMI  



Select this choice to enable or disable restarting the server whenever a nonmaskable 



interrupt (NMI) occurs. The default is Enabled. 



 Halt On Server Error 



Select this choice to prevent the server from booting the operating system and displaying 



the POST event viewer when a severe error is detected during POST. 



 Security 



Select this option to view or configure the Secure Boot feature and Trusted Platform Module (TPM 



1.2). 



 Secure Boot Configuration 



Select this choice to enable and disable the Secure Boot feature or set the Secure Boot mode. 
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 Trusted Platform Module (TPM 1.2) 



Select this choice to view or configure the TPM setup options. 



 Storage 



Select this choice to view and manage RAID controller configurations. 



 Date and Time  



Select this choice to set the date and time in the server, in 24-hour format (hour:minute:second). 



This choice is on the full Setup utility menu only. 



 Start Options  



Select this choice to view the startup sequence or select an option to try and boot from immediately. 



Changes in the startup options take effect when you start the server. 



 Boot Manager  



Select this choice to view, add, delete, or change the device boot order, boot from a file, boot from a device, 



or boot the UEFI shell. This choice is on the full Setup utility menu only. 



 System Event Logs  



Select this choice to enter the System Event Manager, where you can view the UEFI/POST event log and the 



system-event log. You can use the arrow keys to move between pages in the error log. This choice is on the 



full Setup utility menu only. 



The POST event log contains the most recent error codes and messages that were generated during POST. 



The system-event log contains POST and system management interrupt (SMI) events and all events that are 



generated by the baseboard management controller that is embedded in the integrated management 



module (IMM). 



Important: If the system-error LED on the front of the server is lit but there are no other error indications, 



clear the system-event log. Also, after you complete a repair or correct an error, clear the system-event log 



to turn off the system-error LED on the front of the server. 



 POST Event Viewer  



Select this choice to enter the POST event viewer to view the error messages in the POST event log. 



 System Event Log  



Select this choice to view the system-event log. 
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 Clear System Event Log  



Select this choice to clear the system-event log. 



 User Security  



Select this choice to set, change, or clear passwords. The full Setup utility menu, enables all of the options in 



the User Security option. See “Passwords“ for more information. 



This choice is on the full and limited Setup utility menu. 



 Set Power-on Password  



Select this choice to set or change a power-on password. See “Power-on password“ for more 



information. 



 Clear Power-on Password 



Select this choice to clear the power-on password. 



 Set Administrator Password  



Select this choice to set or change an administrator password. An administrator password is intended 



to be used by a system administrator; it limits access to the full Setup utility menu. If an administrator 



password is set, the full Setup utility menu is available only if you type the administrator password at 



the password prompt. For more information, see “Administrator password“. 



 Clear Admin Password 



Select this choice to clear the Administrator Password. 



 Save Settings  



Select this choice to save the changes that you have made in the settings. This choice is on the full Setup 



utility menu only. 



 Restore Settings  



Select this choice to cancel the changes that you have made in the settings and restore the previous settings. 



This choice is on the full Setup utility menu only. 



 Load Default Settings  



Select this choice to cancel the changes that you have made in the settings and restore the factory settings. 



This choice is on the full Setup utility menu only. 
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 Exit Setup  



Select this choice to exit from the Setup utility. If you have not saved the changes that you have made in the 



settings, you are asked whether you want to save the changes or exit without saving them. 



Passwords 



This topic provides information on setting passwords in the server Setup utility. 



From the User Security menu choice in the Setup utility, you can set, change, and delete a power-on password and 



an administrator password. The User Security choice is on the full Setup utility menu only. 



If you set only a power-on password, you must type the power-on password to complete the system startup and to 



have access to the full Setup utility menu. 



An administrator password is intended to be used by a system administrator; it limits access to the full Setup utility 



menu. If you set only an administrator password, you do not have to type a password to complete the system 



startup, but you must type the administrator password to access the Setup utility menu. 



If you set a power-on password for a user and an administrator password for a system administrator, you can type 



either password to complete the system startup. A system administrator who types the administrator password 



has access to the full Setup utility menu; the system administrator can give the user authority to set, change, and 



delete the power-on password. A user who types the power-on password has access to only the limited Setup 



utility menu; the user can set, change, and delete the power-on password, if the system administrator has given 



the user that authority.  



Power-on password 



If a power-on password is set, when you turn on the server, the system startup will not be completed until you 



type the power-on password. You can use any combination of 6 to 20 printable ASCII characters for the password. 



When a power-on password is set, you can enable the Unattended Start mode, in which the keyboard and mouse 



remain locked but the operating system can start. You can unlock the keyboard and mouse by typing the power-on 



password. 



If you forget the power-on password, you can regain access to the server in any of the following ways: 



 If an administrator password is set, type the administrator password at the password prompt. Start the Setup 



utility and reset the power-on password.  



 Remove the battery from the server, wait 30 seconds, and then reinstall it. 



 Change the position of the power-on password switch to 1 on the SW1 switch block to bypass the power-on 



password check.  (See the following figure.) 
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Attention: Before you change any switch settings or move any jumpers, turn off the server; then, disconnect 



all power cords and external cables. See the safety information (“Safety“). Do not change settings or move 



jumpers on any system-board switch or jumper blocks that are not shown in this document. 



The default for all of the switches on switch block SW1 is Off. 



While the server is turned off, move switch 1 on switch block SW1 to the On position to enable the power-on 



password override. You can then start the Setup utility and reset the power-on password. You do not have to 



return the switch to the previous position. 



The power-on password override switch does not affect the administrator password. 



Administrator password 



If an administrator password is set, you must type the administrator password for access to the full Setup utility 



menu. You can use any combination of 6 to 20 printable ASCII characters for the password.  



Attention: If you set an administrator password and then forget it, there is no way to change, override, or remove 



it. You must replace the standard I/O book. 



Using the Boot Manager 



The Boot Manager is a built-in, menu-driven configuration utility program that you can use to temporarily redefine 



the first startup device without changing settings in the Setup utility. 
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To use the Boot Manager, complete the following steps: 



1. Turn off the server. 



2. Restart the server. 



3. When the prompt <F12> Select Boot Device is displayed, press F12. 



4. Use the Up arrow and Down arrow keys to select an item from the menu and press Enter. 



The next time the server starts, it returns to the startup sequence that is set in the Setup utility. 



Starting the backup server firmware 



The standard I/O book board contains a backup copy area for the server firmware. This is a secondary copy of the 



server firmware that you update only during the process of updating the server firmware. If the primary copy of 



the server firmware becomes damaged, use this backup copy. 



To force the server to start from the backup copy, turn off the server; then, change the position of switch 7 on the 



SW1 switch block to ON. See “Jumpers, switches, and buttons on standard I/O book board“ for more information 



about the jumpers, switches, and buttons on the server. 



The following illustration shows the location of the SW1 switch block. 



 



Use the backup copy of the server firmware until the primary copy is restored. After the primary copy is restored, 



turn off the server; then, change the position of switch 7 back to OFF (the default). 
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Configuring a multi-node system 



You can configure a multi-node server into a single logical server or partition it into two stand-alone partitions. 



As a single logical server, the server is able to use resources from all scalable partitions. 



Note: When the server is configured as a single logical server, if there is an ac system power failure to one of the 



nodes (partitions), the remaining good node powers itself down and remains off until the failing node recovers from 



the ac power loss. After the power is restored, both nodes will automatically turn on and boot as a two-node 



partition. 



In a stand-alone server, each scalable partition supports an independent operating-system installation. In addition, 



each scalable partition uses its own individual resources as an independent system. One stand-alone server cannot 



boot an operating system on another stand-alone server. 



The following is a list of the minimum components required to support the configuration: 



 Four DDR3 compute books (two in each node) with E7-8xxx v2 microprocessors. The microprocessors must 



be of the same cache size, type, and clock speed. 



 The 8-socket chassis 



 Two standard I/O books 



 Two storage books 



 A minimum of four power supplies (two power supplies in each node) 



Before you create a multi-node system, make sure that all the nodes in the multi-node configuration contain the 



following software and hardware: 



 The current level of UEFI firmware and IMM firmware (all nodes must be at the same level) 



 Microprocessors that are the same cache size, type, and clock speed 



Attention: Installing the wrong firmware or device-driver update might cause the server to malfunction. Before 



you install a firmware or device-driver update, read any readme and change history files that are provided with the 



downloaded update. These files contain important information about the update and the procedure for installing 



the update, including any special procedure for updating from an early firmware or device-driver version to the 



latest version. 



You can use the IMM2 web interface or the IMM2 telnet interface to manage scalable partitions. 



You can use the Scalable Complex option under the Server Management tab on the IMM2 web user interface for 



managing multi-node systems. The Scalable Complex option enables you to partition nodes as separate partitions 



or as independent nodes. 
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The following illustration shows the options under the Server Management tab on IMM2 web user interface home 



page. 



 



When you select the Scalable Complex option, the following illustration of the Scalable Complex page displays: 
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The Scalable Complex home page will show the available state of all of the available nodes. 



To log on to the IMM2 web interface, see “Logging on to the IMM web interface“. 



For more information about using IMM2, the IMM2 web interface and the IMM2 telnet interface to manage and 



partition the server, see “Using the integrated management module“ and the Integrated Management Module II 



User’s Guide (8230 6978). 



Using the integrated management module (overview) 



The integrated management module II (IMM2) is a second generation of the functions that were formerly provided 



by the baseboard management controller hardware for the server. It combines service processor functions, video 



controller, and remote presence function in a single chip. The ES7000 7600R G4 server provides premium level 



features. 



For more information about IMM2, see the Integrated Management Module II User's (8230 6978). 



The IMM supports the following basic systems-management features: 



 Alerts (in-band and out-of-band alerting, PET traps - IPMI style, SNMP, email). 



 Auto Boot Failure Recovery (ABR). 



 Automatic microprocessor disable on failure and restart in a multi-microprocessor configuration when one 



microprocessor signals an internal error. When one of the microprocessors fails, the server will disable the 



failing microprocessor and restart with the other microprocessors. 



Note: When one microprocessor fails in a four-microprocessor configuration, two microprocessors will be 



disabled. 



 Automatic Server Restart (ASR) when POST is not complete or the operating system hangs and the operating 



system watchdog timer times out. The IMM might be configured to watch for the operating system 



watchdog timer and reboot the system after a timeout, if the ASR feature is enabled. Otherwise, the IMM 



allows the administrator to generate a nonmaskable interrupt (NMI) by pressing an NMI button on the rear 



of the server for an operating-system memory dump. ASR is supported by IPMI. 



 Remote presence support (remote video, remote keyboard/mouse, and remote storage). 



 Boot sequence manipulation. 



 Command-line interface. 



 Configuration save and restore. 



 DIMM error assistance. The Unified Extensible Firmware Interface (UEFI) disables a failing DIMM that is 



detected during POST, and the IMM lights the associated system error LED and the failing DIMM error LED. 



 Environmental monitor with fan speed, temperature, voltages, fan failure, power supply failure, and power 



backplane failure. 



 First Failure Data Capture (FFDC) support. 



 Intelligent Platform Management Interface (IPMI) Specification V2.0 and Intelligent Platform Management 



Bus (IPMB) support. 
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 Invalid system configuration (CONFIG) LED support. 



 Light path diagnostics LED indicators to report errors that occur with fans, power supplies, microprocessor, 



hard disk drives, and system errors. 



 Local firmware code flash update 



 Nonmaskable interrupt (NMI) detection, generation, and reporting. 



 Operating-system failure blue screen capture. 



 PCI configuration data. 



 PECI 3 support. 



 Power/reset control (power-on, hard and soft shutdown, hard and soft reset, schedule power control). 



 Query power-supply input power. 



 ROM-based IMM firmware flash updates. 



 Serial over LAN (SOL). 



 Serial port redirection over telnet or ssh. 



 SMI handling 



 System-event log (SEL) - user readable event log. 



Using the remote presence and blue-screen capture features 



The remote presence and blue-screen capture features are integrated functions of the integrated management 



module II (IMM2). The remote presence feature provides the following functions: 



 Remotely viewing video with graphics resolutions up to 1600 x 1200 at 75 Hz, regardless of the system state 



 Remotely accessing the server using the keyboard and mouse from a remote client 



 Mapping the CD or DVD drive, diskette drive, and USB flash drive on a remote client, and mapping ISO and 



diskette image files as virtual drives that are available for use by the server 



 Uploading a diskette image to the IMM memory and mapping it to the server as a virtual drive 



The blue-screen capture feature captures the video display contents before the IMM restarts the server when the 



IMM detects an operating-system hang condition. A system administrator can use the blue-screen capture to assist 



in determining the cause of the hang condition. 



Obtaining the IMM host name 



If you are logging on to the IMM for the first time after installation, the IMM defaults to DHCP. If a DHCP server is 



not available, the IMM uses a static IP address of 192.168.70.125. The default IPv4 host name is "IMM-" (plus the 



last 12 characters on the IMM MAC address). The default host name also appears on the IMM network access tag 



that comes attached to the power supply on the rear of the server. The IMM network access tag provides the 



default host name of the IMM and does not require you to start the server. 



Note: You can also obtain the IMM host name, MAC address, and IP address from the LCD display panel. See “LCD 



system information display panel“ for more information. 
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The IPv6 link-local address (LLA) is derived from the IMM default host name. The IMM LLA is on the IMM network 



access tag is on the power supply on the rear of the server. To derive the link-local address, complete the following 



steps: 



1. Take the last 12 characters on the IMM MAC address (for example, 5CF3FC5EAAD0). 



2. Separate the number into pairs of hexadecimal characters (for example, 5C:F3:FC:5E:AA:D0). 



3. Separate the first six and last six hexadecimal characters. 



4. Add "FF" and "FE" in the middle of the 12 characters (for example, 5C F3 FC FF FE 5E AA D0). 



5. Convert the first pair of hexadecimal characters to binary (for example, 5=0101, C=1100, which results in 



01011100 F3 FC FF FE 5E AA D0). 



6. Flip the 7th binary character from left (0 to 1 or 1 to 0), which results in 01011110 F3 FF FE 5E AA D0. 



7. Convert the binary back to hexadecimal (for example, 5E F3FCFFFE5EAAD0). 



Obtaining the IP address for the IMM 



To access the web interface to use the remote presence feature, you need the IP address or host name of the 



IMM. You can obtain the IMM IP address through the Setup utility and you can obtain the IMM host name from 



the IMM network access tag. The server comes with a default IP address for the IMM of 192.168.70.125. 



Note: You can also obtain the IMM host name, MAC address, and IP address from the LCD display panel. See “LCD 



system information display panel“ for more information. 



To obtain the IP address, complete the following steps: 



1. Turn on the server.  



Note: Approximately 10 seconds after the server is connected to ac power, the power-on button becomes 



active. 



2. When the prompt <F1> Setup is displayed, press F1. (This prompt is displayed on the screen for only a few 



seconds. You must press F1 quickly.) If you have set both a power-on password and an administrator 



password, you must type the administrator password to access the full Setup utility menu. 



3. From the Setup utility main menu, select System Settings. 



4. On the next screen, select Integrated Management Module. 



5. On the next screen, select Network Configuration. 



6. Find the IP address and write it down. 



7. Exit from the Setup utility. 



Logging on to the IMM web interface 



To log on to the IMM2 web interface, complete the following steps: 



1. On a system that is connected to the server, open a web browser. In the Address or URL field, type the IP 



address or host name of the IMM to which you want to connect.  
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Note: If you are logging on to the IMM for the first time after installation, the IMM defaults to DHCP. If a 



DHCP host is not available, the IMM assigns a static IP address of 192.168.70.125. The IMM network access 



tag provides the default host name of the IMM and does not require you to start the server. 



2. On the Login page, type the user name and password. If you are using the IMM for the first time, you can 



obtain the user name and password from your system administrator. All login attempts are documented in 



the system-event log.  



Note: The IMM is set initially with a user name of USERID and password of PASSW0RD (with a zero, not the 



letter O). You have read/write access. You must change the default password the first time you log on. 



3. Click Log in to start the session. The System Status and Health page provides a quick view of the system 



status. 



What to do next 



Note: If you boot to the operating system while in the IMM GUI and the message "Booting OS or in unsupported 



OS" is displayed under System Status → System State, disable Windows 2008 firewall or type the following 



command in the Windows 2008 console:  



netsh firewall set icmpsetting type=8 mode=ENABLE 



This might also affect blue-screen capture features. 



By default, the icmp packet is blocked by Windows firewall. The IMM GUI will then change to "OS booted" status 



after you change the setting as indicated above in both the Web and CLI interfaces. 



Logging on to the IMM CLI interface using telnet 



Note: If you boot to the operating system while in the IMM GUI and the message "Booting OS or in unsupported 



OS" is displayed under System Status → System State, disable Windows 2008 firewall or type the following 



command in the Windows 2008 console.  



netsh firewall set icmpsetting type-8 mode=ENABLE 



This might also affect blue-screen capture features. 



By default, the icmp packet is blocked by Windows firewall. The IMM GUI will then change to "OS booted" status 



after you change the setting as indicated above in both the Web and CLI interfaces. 



To log on to the IMM CLI interface using telnet, complete the following steps: 



1. From the command prompt, type telnet; then, the IP address for the IMM to which you want to log on to 



and press Enter. 



2. Type the USERID and PASSWORD for the IMM and press Enter. 



3. At the system prompt, type your command.  
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Note: You can type help in the command prompt if you want to see a list of commands that you can use. 



4. When you are finished, type Exit, to exit the session. 



Logging on to the IMM CLI interface using SSH 



Note: If you boot to the operating system while in the IMM GUI and the message "Booting OS or in unsupported 



OS" is displayed under System Status → System State, disable Windows 2008 firewall or type the following 



command in the Windows 2008 console:  



netsh firewall set icmpsetting type-8 mode=ENABLE 



This might also affect blue-screen capture features. 



By default, the icmp packet is blocked by Windows firewall. The IMM GUI will then change to "OS booted" status 



after you change the setting as indicated above in both the web and CLI interfaces. 



To log on to the IMM CLI interface using SSH, complete the following steps: 



1. From the command prompt, type ssh, then press Enter. 



2. Type USERID@IPADDRESS in the command prompt (where the USERID and IP ADDRESS is the user ID and 



IP address for the IMM to which you want to log on to), then press Enter. 



3. Type the PASSWORD for the IMM and press Enter. 



4. At the system prompt, type your command.  



Note: You can type help in the command prompt if you want to see a list of commands that you can use. 



5. When you are finished, type Exit, to exit the session. 



Setting power supply power policy and system power configurations 



The server default power supply configuration setting, when shipped from the factory, is non-redundant mode 



with throttling enabled for both the ac and dc power supply models. If you want to change the mode to 



redundancy mode, you must use IMM2 web interface to set and change the power supply Power Policy and 



System Power Configurations options settings. You can set and change the policies and configurations using the 



IMM2 web interface, CIM, or the Advanced Settings Utility. You cannot set or change the Power Policy or System 



Power Configurations options setting using the UEFI Setup utility 



Note: If you do not adhere to the following information, it can cause errors or cause the server not to boot up 



(start). 



 The server supports the following power supply redundancy modes: 



 Non-Redundant 



 Fully Redundant 



 Redundant with Throttle 
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 You must use IMM2 to set and change the Power Policy and System Power Configurations. 



 You cannot use UEFI to change Power Policy and System Power Configurations. 



 The power configurations and policies can be changed using IMM2 web interface, CIM, or Advanced Settings 



Utility (ASU). 



 Five N+N configurations are supported for 1+1 and 2+2 (as listed in the System power configuration screen 



on IMM2 web interface). 



 For redundancy, the input feeds must be wired with separate feeds to power supplies 1 and 3, and power 



supplies 2 and 4 (this is critical for mixed wattage). 



 The server will not boot if enough power is not available for the selected policy setting. This can occur if you 



select 2+2 1400W for the policy setting and one of the power supplies is 110 V ac. 



 The server will not boot when you mix (900W and 1400W) power supply wattage if the power supply slots 



are not balanced such as 1 and 3, and 2 and 4. 



 1400W power supply is 1400W at high line (200 V ac), and only 900W at low line (100 V ac). 



 900W power supply is 900W at both high line and low line. 



 For 900W ac and 750W dc, a mechanical spacer must be installed in the bay with the power supply. 



 Suggested power supply installation order is bay 2, 3, 1, then 4. 



 Power maximizer runs during system boot to verify that the available power meets the system load 



requirements. 



 750W dc power supply is only supported in a four power supply configuration. 



The following illustration is an example of the System power configuration setting in IMM2 for configuring ac 
power supplies for redundancy mode. 



Note: When you change the power configuration settings, make sure you select a redundancy mode and then select 



the power supply system configuration that you want. 



 



To log on to the IMM2 web interface, see “Logging on to the IMM web interface“. 





file:///C:/IBMrebrand/8230%206986-000/nn1em_t_ugch3logontowebinterface.html
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After you log on to the IMM2 web interface, select the Server Management tab, then select the Power 



Management option to set and change power supply configurations information. 



Note: The IMM2 user interface icons (green, yellow, and red) provide additional information when you move the 



cursor over the icons. 



For more information on using IMM2 see the Integrated Management Module II User’s Guide (8230 6978). 



Configuring the Ethernet controller 



The Ethernet controller provides an interface for connecting to a 1 Gbps or 10 Gbps network and provides full-



duplex (FDX) capability, which enables simultaneous transmission and reception of data on the network. If the 



Ethernet ports support auto-negotiation, the controller detects the data-transfer rate (100BASE-T, 1000BASE-T, or 



10GBASE-T) and duplex mode (full-duplex or half-duplex) of the network and automatically operates at that rate 



and mode.  



You do not have to set any jumpers or configure the controller. However, you must install a device driver to enable 



the operating system to address the controller.. 



Enabling Features on Demand Ethernet software 



You can activate the Features on Demand (FoD) software upgrade key for Fibre Channel over Ethernet (FCoE) and 



iSCSI storage protocols that is integrated in the integrated management module. For more information and 



instructions for activating the Features on Demand Ethernet software key, contact your Unisys sales 



representative. 



Enabling Features on Demand RAID software 



Integrated into the integrated management module is a Features on Demand RAID software upgrade key that you 



can activate to get support for RAID levels 5 and 50 or 6 and 60 (depending on the Features on Demand key). For 



more information and instructions for activating the Feature On Demand RAID software key, see the support site. 



Configuring RAID arrays 



Through the Setup utility, you can access utilities to configure RAID arrays. The specific procedure for configuring 



arrays depends on the RAID controller that you are using. For details, see the documentation for your RAID 



controller. To access the utility for your RAID controller, complete the following steps: 



1. Turn on the server.  



Note: Approximately 10 seconds after the server is connected to ac power, the power-on button becomes 



active. 





http://www.support.unisys.com/
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2. When prompted, <F1> Setup is displayed, press F1. If you have set an administrator password, you must type 



the administrator password to access the full Setup utility menu. If you do not type the administrator 



password, a limited Setup utility menu is available. 



3. Select System Settings → Storage. 



4. Press Enter to refresh the list of device drivers. 



5. Select the device driver for your RAID controller and press Enter. 



6. Follow the instructions in the documentation for your RAID controller. 



Advanced Settings Utility program 



The Advanced Settings Utility (ASU) program is an alternative to the Setup utility for modifying UEFI settings. Use 



the ASU program online or out of band to modify UEFI settings from the command line without the need to restart 



the system to access the Setup utility. 



You can also use the ASU program to configure the optional remote presence features or other IMM settings. The 



remote presence features provide enhanced systems-management capabilities. 



In addition, the ASU program provides limited settings for configuring the IPMI function in the IMM through the 



command-line interface. 



Use the command-line interface to issue setup commands. You can save any of the settings as a file and run the 



file as a script. The ASU program supports scripting environments through a batch-processing mode. 



Updating the Universal Unique Identifier and DMI/SMBIOS data 



After the standard I/O book is replaced, you must update the Universal Unique Identifier (UUID) and DMI/SMBIOS 



data in the integrated management module (IMM) on the new standard I/O book board. You can use the 



Advanced Settings Utility (ASU) and any of the following access methods to update the UUID and DMI/SMBIOS 



data: 



 Locally (in-band)  



 Through the Keyboard Controller Style (KCS) interface 



 Through the LAN over USB interface 



 Remotely over a LAN 



You can use the ASU under any supported operating system, or you can use the Bootable Media Creator or a 



Windows- or Linux-based toolkit to create Windows Professional Edition or Master Control Program (MCP) 



bootable media that contains the ASU. 



For instructions for updating the UUID and DMI/SMBIOS data, using the different methods for accessing the IMM, 



see “Locally: Keyboard Controller Style (KCS)“, “Locally: LAN over USB“, and “Remotely over a LAN“. 



The following conventions apply to the command syntax:  



 Variables are shown in italics. 





file:///C:/IBMrebrand/8230%206986-000/locally_keyboard_controller_style.html
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 Optional parameters are enclosed in brackets ([ ]). Do not type the brackets in the commands. If you omit an 



optional parameter, the default is used. 



 Although the command syntax is shown in mixed case, the commands are not case sensitive. 



Locally: Keyboard Controller Style (KCS) 



This access method uses the IPMI/KCS interface. The IPMI driver must be installed; with some operating systems, 



the IPMI driver is installed by default. The Advanced Settings Utility (ASU) provides the corresponding mapping 



layer. 



To update the UUID, in the ASU command-line interface, enter the following command: 



asu set SYSTEM_PROD_DATA.SysInfoUUID uuid 



where uuid is the user-assigned hexadecimal value, up to 16 bytes, that identifies the server. 



To update the DMI/SMBIOS data, complete the following steps: 



1. In the ASU command-line interface, enter the following command:  



asu set SYSTEM_PROD_DATA.SysInfoProdName xxxxyyy 



where: 



xxxx 



is the 4-digit machine type of the server. 



yyy 



is the 3-digit model number of the server. 



2. Enter the following command:  



asu set SYSTEM_PROD_DATA.SysInfoSerialNum zzzzzzz 



where zzzzzzz is the 7-character serial number of the server. 



3. Enter the following command:  



asu set SYSTEM_PROD_DATA.SysEncloseAssetTag 



     aaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaa 



where aaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaa is the 33-character asset tag number of the server. 



Locally: LAN over USB 



To update the UUID, in the ASU command-line interface, enter the following command: 
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Note: If you omit any optional parameter, the default value is used. If one or more default values are used and the 



ASU cannot access the IMM by using the LAN over USB access method, the ASU automatically uses the KCS access 



method. 



asu set SYSTEM_PROD_DATA.SysInfoUUID uuid [--host ipaddress] 



     [--user userid][--password password] 



where: 



uuid 



is the user-assigned hexadecimal value, up to 16 bytes, that identifies the server. 



ipaddress 



is the internal LAN/USB IP address of the IMM. The default is 169.254.95.118. 



userid 



is the IMM account name (1 of 12 accounts). The default is USERID. 



password 



is the IMM account password (1 of 12 accounts). The default is PASSW0RD (with a zero, not the letter O). 



To update the DMI/SMBIOS data, complete the following steps: 



1. In the ASU command-line interface, enter the following command:  



asu set SYSTEM_PROD_DATA.SysInfoProdName xxxxyyy [--host ipaddress] 



     [--user userid][--password password] 



where: 



xxxx 



is the 4-digit machine type of the server. 



yyy 



is the 3-digit model number of the server. 



ipaddress 



is the internal LAN/USB IP address of the IMM. The default is 169.254.95.118. 



userid 



is the IMM account name (1 of 12 accounts). The default is USERID. 



password 
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is the IMM account password (1 of 12 accounts). The default is PASSW0RD (with a zero, not the letter O). 



2. Enter the following command:  



asu set SYSTEM_PROD_DATA.SysInfoSerialNum zzzzzzz [--host ipaddress] 



     [--user userid][--password password] 



where zzzzzzz is the 7-character serial number of the server. 



3. Enter the following command:  



asu set SYSTEM_PROD_DATA.SysEncloseAssetTag  



     aaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaa [--host ipaddress] 



     [--user userid][--password password] 



where aaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaa is the 33-character asset tag number of the server. 



Remotely over a LAN 



To update the UUID in the ASU command-line interface, enter the following command: 



Note: If you omit any optional parameter, the default value is used. 



asu set SYSTEM_PROD_DATA.SysInfoUUID uuid --host ipaddress 



     [--user userid][--password password] 



where: 



uuid 



is the user-assigned hexadecimal value, up to 16 bytes, that identifies the server. 



ipaddress 



is the external LAN IP address of the IMM. 



userid 



is the IMM account name (1 of 12 accounts). The default is USERID. 



password 



is the IMM account password (1 of 12 accounts). The default is PASSW0RD (with a zero, not the letter O). 



To update the DMI/SMBIOS data, complete the following steps: 



1. In the ASU command-line interface, enter the following command:  



asu set SYSTEM_PROD_DATA.SysInfoProdName xxxxyyy --host ipaddress 



     [--user userid][--password password] 
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where: 



xxxx 



is the 4-digit machine type of the server. 



yyy 



is the 3-digit model number of the server. 



ipaddress 



is the external LAN IP address of the IMM. 



userid 



is the IMM account name (1 of 12 accounts). The default is USERID. 



password 



is the IMM account password (1 or 12 accounts). The default is PASSW0RD (with a zero, not the letter O). 



2. Enter the following command:  



asu set SYSTEM_PROD_DATA.SysInfoSerialNum zzzzzzz --host ipaddress 



     [--user userid][--password password] 



where zzzzzzz is the 7-character serial number of the server. 



3. Enter the following command:  



asu set SYSTEM_PROD_DATA.SysEncloseAssetTag 



     aaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaa --host ipaddress 



     [--user userid][--password password] 



where aaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaa is the 33-character asset tag number of the server. 



Installing your operating system 



Review the following topics. Then use the procedures that apply to the operating system that you choose to install. 



Installing Windows Server 2012 R2 



Follow these procedures to install Windows Server 2012 R2 as the operating system on the server. 



Notes: 



 The following procedure assumes that the operating system is being installed on a functional server with a 



boot disk or RAID disk already configured. 
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 You can use either a direct-connect keyboard/video/mouse or a remote desktop. If you use direct-connect 



input devices, you also need to attach a USB-DVD drive. 



To install Windows Server 2012 R2, complete the following steps: 



1. Insert the Windows Server 2012 DVD into the DVD drive. 



2. Turn on the server. 



3. To boot from DVD, press F12 at the BIOS splash screen when that option appears. 



4. Choose CD-ROM and press Enter. 



5. When you are prompted with the message “Press any key to boot from cd or dvd”, press any key to start 



the server from the Windows Server 2012 Setup DVD. The files are copied from the setup DVD. This 



process takes a few minutes. 



6. In the Windows Server 2012 R2 window, make the following selections: 



 From the Language to install list, select English (or other language preference). 



 From the Time and currency format list, select English (United States) (or other time and 



currency preference). 



 From the Keyboard or input method list, select US (or other preference). 



7. Click Next. 



8. Click Install Now. 



9. If prompted, use the product key supplied with Windows Server 2012 R2 to activate your installation. 



10. Select the version of Windows Server 2012 R2 that you want to install. (If prompted, click I have selected 



the edition of Windows that I have purchased.) 



11. Click Next. 



12. Scroll down and read the license agreement. 



13. Select I accept the license terms and click Next. 



14. Select Custom (advanced). 
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15. When Windows Server 2012 R2 Setup displays all hard disk storage that is available on the server, select 



one of the following options to choose or create a drive partition in which to install Windows Server 2012 



R2: 



 Allow Setup to create a partition: To partition the entire hard disk as one primary partition, 



highlight Disk0 unallocated space for the hard disk drive on which you want to install Windows 



Server 2012, and click Next. 



 Create a partition: To create a partition, highlight Disk0 unallocated space for the hard disk drive 



on which you want to install Windows Server 2012, and click Drive options; then, click New. You 



are prompted to indicate how much available space to allocate from the non-partitioned drive. 



Type the amount of space (in MB) and click Apply. Then click Next. 



 Delete a partition: Use this option to delete a previous partition prior to creating a partition 



using either of the two previous methods. 



Setup formats the selected partition and copies the applicable files to the drive partition. This process 



takes several minutes. When the installation is complete, the server automatically restarts. 



16. After the Windows Server 2012 R2 restarts, you are prompted to change the administrator password 



before you can log on. 



Overview of adapter firmware and driver Installation 



Immediately after the installation of the Windows operating system, load the various drivers to either fully use the 



adapters that are installed in the system or to provide improved stability from newer drivers than those available 



on the installation media. 



In addition, the various adapters and other hardware might require later levels of firmware to use the features and 



functions of the drivers. 



Locating driver and firmware software 



Various packages are available on the Unisys Product Support web site that contain the new adapter drivers and 



firmware.  



To download one of the packages, follow these steps: 



1. Using a browser, navigate to www.support.unisys.com and sign in. 



2. On the Product Support Home page, select ES7000 Model 7600R G2, G3, &G4. The ES7000 Model 7600R 



G2, G3 &G4 Support site appears. 



3. In the left navigation links, click Drivers and Downloads. The ES7000 Model 7600R G2, G3 & G4 Drivers 



and Downloads page appears. 



4. On the Drivers and Downloads page, perform one of the following actions. 



 On the Hardware tab, select a specific adapter to obtain only its drivers and firmware. 





http://www.support.unisys.com/
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 On the Media tab, select a package of files that contains all available drivers and firmware for all 



possible adapters and other hardware that might be included in the system. 



Note: The Unisys Product Support web site is constantly being updated. Driver and firmware files are 



subject to change at any time. 



Installing driver and firmware for a specific adapter 



Follow these steps to install the driver and firmware for a specific adapter. 



1. The Hardware tab of the Drivers and Downloads page lists all driver and download choices. Click the item 



that you want to download. A web page that lists all available release levels for that adapter appears. 



2. Click the latest release level in the Level/Downloads column. A web page for the release level appears. 



3. Click Downloadable Files under the Download Information section. 



4. A dialog box appears asking if you want to run or save the file. 



5. Save the file to the desired location for later use in updating your system. 



6. Review any comments about installation of the later version or any read-me files that are available. 



Installing driver and firmware for all available adapters 



Drivers and firmware for all possible adapters are included in a single self-extracting EXE file. 



To start the installation process, follow these steps: 



1. Execute the Unisys_pack_vx.x (where x.x is a version number), which extracts all of the files to the 



c:\temp\Unisys_pack_vx.x directory by default. 



2. Within the default folder, locate and execute an install.bat file. This execution starts the installation 



process. You are prompted to verify and start the individual driver installation. 



Note: You might not need to reboot the server immediately after the installation of an individual driver. However, if 



other drivers are being installed, restart the server once the installation of all drivers is complete. 



Installing SUSE LINUX 11 Service Pack 3 on a server 



This topic provides instructions for installing the SUSE LINUX Enterprise Server 11 Service Pack 3 (SLES 11 SP3) 



operating system using the SLES 11 SP3 media. Use the instructions in this section to perform a complete, basic 



installation of the operating system on the server. 



Preinstallation notes: 



 This installation procedure is complex. Familiarity with Linux installations is recommended. For optimal 



results, follow the directions in this text carefully. 



 For custom installations and questions, see the SUSE LINUX Enterprise Server 11 documentation provided 



in the “docu” directory on the SLES 11 SP3 media. 



 Before you begin the installation, make sure that you have up-to-date backups of all data currently on 



your system. Some of the options available during the installation process overwrite all the information on 



the hard disk, including user data. 
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 This installation requires additional drivers to be installed before installing SLES 11 SP3. You can find the 



installation instructions for these drivers and an iso image (Unisys Bootable Driver Kit) at 



http://drivers.suse.com/unisys/Unisys_E7000_7600R_G4/sle11-sp3-x86_64/1.0/install-readme.html. 



Installation procedures 



Complete the following actions to install the operating system. 



1. Before starting the server, mount the Unisys Bootable Driver Kit iso onto virtual media. 



2. Start the server. 



3. Press F12 to enter Boot Devices Manager. 



4. Choose IMM1: CD/DVD – IMM Remote Mount; then, press Enter. The SUSE LINUX Enterprise Server 



screen with the boot/installation options is displayed. 



5. Select Installation and press Enter. After a few minutes, a blue screen appears asking you to insert disc 1 



of the installation media for SUSE Linux Enterprise Server/Desktop 11 SP3. 



6. Unmount the Unisys Bootable Driver Kit iso. 



7. A confirmation window appears; press Yes. 



8. Mount SLES11-SP3-x86_64-DVD1.iso. 



9. Press Enter to continue with the installation. After a few minutes, a Welcome screen appears. 



10. Select the language and keyboard layout you want to use. 



11. Read the license agreement and select I agree to the License Terms. 



12. Click Next. The Media Check window appears. 



13. If you want to test the media, click Start Check. If the result is OK when the media check completes, click 



Next; otherwise, insert new media and click Start Check. If you want to skip the media check, click Next. 



The Installation Mode window appears. 



14. Click New Installation and then click Next. The Clock and Time Zone window appears. 



15. Perform any of the following steps that are appropriate for your situation: 



 Select the correct Region and Time Zone options. If you want to set the time to Coordinated Universal 



Time (UTC), check Hardware Clock Set to UTC. 



Note: You can change the hardware clock time on the server to local time by performing this step. 



Alternatively, you can use the hwclock-systohc command to set the clock at a later time. 



 If the date or time is incorrect, click Change; make the required changes, and then click Accept. 



16. Click Next. The Server Base Scenario screen appears. 



17. Choose the scenario for your server. Click Physical Machine (Also for Fully Virtualized Guests), if you 



want to install a GUI interface. Click Xen Virtualization Host (Local X11 Not Configured by Default) or 



KVM Virtualization Host (Local X11 Not Configured by Default), if you do not want to install a GUI 



interface. 



18. Click Next. The installation continues to analyze your system. When the analysis completes, the 



Installation Settings screen appears with a list of installer default configurations. 



19. If you want a hard drive layout other than the default layout that is suitable for basic use and testing, 



perform the following procedure. 



Note: Before performing these steps, review the suggested partitions and file system carefully; this type of 



configuration depends largely on the machine environment and intended usage. 



a. Click Partitioning on the Change menu. 



b. Select Custom partitioning (for experts) and click Next. 



c. Under Expert Practitioner, select Hard disks. Expand the hard disks to see the disks available. 





http://drivers.suse.com/unisys/Unisys_E7000_7600R_G4/sle11-sp3-x86_64/1.0/install-readme.html
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d. Select the hard disk from which you want to boot, and select the Overview tab. Check the Disk 



Label field to see if the disk is labeled correctly. 



e. Select the Partitions tab. 



f. If the disk label (from step d) is not correct, then do the following: 



 Select the Expert tab on the bottom of the screen. 



 Select Create New Partition Table. 



 If a partition table window appears, select the desired type. 



 If a warning about data loss appears, click Yes. 



g. To add new partitions, click the Add tab. 



Note: Unisys recommends that you create a minimum of three additional partitions. You should 



have at least one swap partition. Its size depends on the intended server usage, amount of 



memory, and the size of your hard drive. You must have a uefi (/boot/efi) and a root (/) partition 



that should define the remainder of the disk unless you plan to create additional partitions on the 



disk. 



20. Complete the following steps to install the packages that are required to run SUSE LINUX 11 SP3: 



a. Select Software from the Change menu to change the software components. 



b. Select C/C++. 



21. If you want to run Xen Virtual Machines on your system, select XEN Virtual Machine Host Server. 



22. Add or remove the other software components as appropriate for your environment. 



23. Click Accept or OK. 



24. If the package that you want installed needs a license, then the appropriate license appears. Click Accept. 



25. If you added a package that needs other packages to resolve dependencies, then a Changed Packages 



window appears; click Continue. 



26. Click Install to complete the installation settings. A Confirm Installation screen appears. 



27. If necessary, click Back to go back and make changes before the installation process begins. 



28. Once the installation settings are correct, click Install. The installation process begins. When the initial 



installation phase completes, the following message appears: The system will reboot now. A 



10-second countdown occurs. 



29. Click OK or wait until the countdown completes. The server stops and starts. You can unmount the 



installation media at this time if you wish.  



When the installation process completes, the Password for the System Administrator “root” screen 



appears. 



30. Type the password of your choice; confirm it; and click Next. The Hostname and Domain Name window 



appears. 



31. Type the system name and the domain name information; then click Next. The Network Configuration 



window appears with a list of all detected network devices. This screen also provides Virtual Network 



Computing (VNC), firewall, and proxy options. 



32. Configure the network devices and other network options, as needed; then click Next. The Test Internet 



Connection window appears; the default action is to test the connection. 



33. If you do not want to test the connection, select No, Skip This Test and click Next. A Network Service 



Configuration window appears. 



34. Set the appropriate configuration values for CA management (a computer management tool) and the 



Open LDAP server, or click Skip Configuration; then click Next. The User Authentication Method screen 



appears. This screen defines different methods of authentication. Local (/etc/passwd) is the default and is 



appropriate for most environments. 
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35. If necessary, select the appropriate method of authentication and click Next. The New Local User window 



appears. 



36. If necessary, type the appropriate values in the User’s Full Name, Username, Password, and Confirm 



Password fields; then click Next. The SLES 11 SP3 release notes information appears. 



37. Read the release notes and click Next.  



After checking for devices such as graphic cards, printers, and sound cards, the Hardware Configuration 



screen appears with a list of the devices found. If you receive a warning from the screen, click OK. If 



necessary, change the device settings. 



38. Click Next. The Installation Completed window appears. 



39. If you do not want to save a copy of this configuration for the AutoYaST tool (used to install Linux 



automatically), clear the Clone This System for AutoYast checkbox. 



40. Click Finish. 



41. Unmount the media from the CD/DVD virtual drive unless you want to use the server as a KVM Virtual 



Machine Server. 



Configuring SUSE LINUX 11 SP3 kernal crash dumps 



Log in as root. Then complete the following steps: 



1. Verify that the kdump and kexec-tools packages need to be installed by typing the following commands: 



 



rpm –q kexec-tools 



kpm –q kdump 



 



2. If the kdump or kexec-tools packages need to be installed, type either or both of the following commands 



as needed: 



 



yast2 –i kexec-tools 



yast2 –i kdump 



 



3. Launch YaST using the main desktop menu. The YaST main panel appears. 



4. Click System and then click Kernel Kdump. The kdump – Start-Up screen appears. 



5. In the left pane, click Dump Filtering and set the values as desired. 



6. Click Dump Target and set the values as desired. 



Note: Ensure that the dump target has enough disk space to hold the vmcore file created by the dump 



process. The vmcore file size varies based on the dump filtering options selected in Step 5, but it could be 



approximately the size of the physical memory of the system. 



7. Click Email Notification and set the values as desired. 



8. Click Expert Settings and set the values as desired. 



9. Click Start-Up and select Enable Kdump. 



10. Click OK. 



11. If a message appears indicating a reboot is necessary to apply the changes, click OK. 



12. Close YaST. 



13. If you received a message that a reboot is necessary, reboot the system unless you want to use the server 



as a Xen or KVM Virtual Machine Server. If you want to use the server as a Xen or KVM Virtual Machine 



Server, complete the steps in one of the following topics; then reboot. 
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Preparing to use a Xen Virtual Machine Server 



If you want to use the server as a Xen Machine Server, complete the following steps: 



1. At the command line interface, enter yast xen or yast2 xen. 



2. Select Xen and click Accept in the select virtualization box. 



3. Click OK in the reboot required box. 



4. Reboot the server to load the newly installed software and bring up the Xen kernel. 



5. Set the Boot Order to make the Xen kernel the default boot option. 



a. When the server is rebooting, press F1 to enter Setup. 



b. Select Boot Manager. 



c. Select Change Boot Order. 



d. Set XEN SUSE Linux Enterprise Server 11 SP3 to be the default boot entry by moving it to the top 



of the list. 



e. Commit the change and exit the setup utility. 



Preparing to use a KVM Virtual Machine Server 



If you want to use the server as a KVM Virtual Machine Server, complete the following steps: 



1. At the command-line interface, enter yast xen or yast2 xen. 



2. Select KVM and click Accept in the select virtualization box. 



3. Click OK in the reboot required box. 



4. Reboot the server to load the newly installed software. 



Creating a Xen or KVM virtual machine on the server 



To create a Xen virtual machine on the server, complete the following steps: 



1. Launch YaST using the main desktop menu. The YaSt main panel appears. 



2. Click Virtualization. 



3. Click Create Virtual Machines. 



4. Click Forward. 



5. Follow the instructions. 



Updating device drivers 



Unisys periodically provides device driver updates to ensure that the latest device drivers are available for 



installation on your server.  



Complete the following steps to install device driver updates on your system. 



1. Access the Unisys Product Support Web site at http://www.support.unisys.com.  



2. Log in using your username and password; if you have not previously registered for that site, click register 



through the Support Services e-Service Portal and follow the directions to register. 



3. To download the ES7000 Model 7600R G4 Linux drivers, perform the following actions: 



a. On the ES7000 Model 7600R G2, G3, and G4 Support Site page, click Drivers and Downloads. 



b. Under the Media tab, locate the CMP category and click Linux Drivers and Firmware. 
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c. If a driver update package has been released, a file or files with the following naming 



convention—unisys-driver-updates-G4-vn.n-n.tgz, where vn.n-n is the version number—appear. 



d. If such a file or files are listed, save the drivers file to your server. 



e. Open a terminal window and log on as root. 



f. Change the current directory to the directory where you saved the drivers file. 



g. Unzip the compressed file using the following command: 



 



tar-xzf unisys-driver-updates-G4-vn.n-n.tgz (where vn.n-n is the version number) 



 



h. Change the directory to the unisys-driver-updates directory. 



i. Access the README file in this directory. 



j. Perform all of the steps in the README file to update the drivers. 



Installing Red Hat Enterprise Linux 6.5 on a server 



This topic provides instructions for installing the Red Hat Enterprise Linux 6.5 (RHEL 6.5) operating system using 



the RHEL 6.5 media. Use the instructions in this section to perform a complete, basic installation of the operating 



system on the server. 



Preinstallation notes: 



 This installation procedure is complex. Familiarity with Linux installations is recommended. For optimal 



results, follow the directions in this text carefully. 



 For custom installations and questions, see the Red Hat Enterprise Documentation Web site at 



http://www.redhat.com/docs. This site provides online versions of numerous Red Hat manuals. Select 



RedHat Linux from the list and click Go to access manuals specifically for Red Hat Linux. 



 Before you begin the installation, make sure that you have up-to-date backups of all data currently on 



your system. Some of the options available during the installation process overwrite all the information on 



the hard disk, including user data. 



Installation procedures 



Complete the following actions to install the operating system. 



1. Mount the Red Hat Enterprise LINUX 6.5 iso onto the virtual media of the server before starting the 



server. 



2. Start the server. 



3. In the system setup window, press F12 to enter the Boot Device Manager. 



4. Choose IMM1: CD/DVD – IMM Remote Mount, then press Enter. A countdown for booting Red Hat 



Enterprise Linux 6.5 appears. 



5. Perform one of the following steps when the Welcome to Red Hat Enterprise Linux for x86_64 screen 



appears: 



 If you want to test the media, press the spacebar. 



 If you do not want to test the media, press Tab to select Skip, and press the spacebar. 



6. On the Red Hat Enterprise Linux 6.5 screen, click Next. 



7. Select the language to use for the installation; then click Next. 



8. Select the appropriate keyboard for the system; then click Next. 
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9. Select the type of storage devices the installation involves; then click Next. The system is checked for 



previously installed versions of the Red Hat Linux operating system. 



10. If one or more versions of previous Red Hat Linux operating systems are found, select Fresh Installation; 



and click Next. If you do not see the versions listed, skip this step. 



11. Enter the Hostname of the computer.  



12. If you wish to configure the networking devices at this time, click Configure Network to set up the 



appropriate networking configuration values. 



13. Make the configuration choices; then click Close when you complete the changes. Then click Next. 



14. Select the appropriate time zone. Click System clock uses UTC if appropriate; then click Next. 



15. Type and confirm a root password of your choice for the system; then click Next. 



16. On the disk partitioning screen, select the type of installation: 



 Select the action that the automatic partitioning process should take regarding existing 



partitions. Unisys recommends that you select Use all Space. 



 Select whether or not you want to review and modify the partitions that are created by the 



automatic partitioning process; then click Next. 



 If there is more than one drive on the system, select the drives to be used for this installation. 



 If you selected Review and modify partitioning layout in a previous step, review or modify the 



partition configuration; then click Next. 



 If a format warning box appears, check the disk and click Format if it is correct. 



 Click Write changes to disk in the Writing storage configuration to disk box. 



17. Optionally, select Use a boot loader password; type and confirm a boot loader password of your choice; 



then click Next. 



18. Select server type and additional repositories. 



Note: If you want a GUI interface, then select Desktop. 



19. If you want to select additional packages, select Customize now and click Next to select the additional 



packages; otherwise, click Next to begin the installation. 



20. If you are using DVD media, wait until a screen appears indicating that the installation is complete; then 



click Reboot. The server stops and then restarts. 



21. Remove the ejected DVD from the CD/DVD drive. 



22. Select Forward on the Welcome screen. 



23. Read the agreement, select Yes, I agree to the License Agreement; then click Forward. 



24. Perform one of the following steps on the Set Up Software Updates screen: 



 If you want to register at this time, select Yes, I’d like to register now; then click Forward. 



 If you want to register at a later time, select No, I prefer to register at a later time; and click 



Forward. Then click No Thanks, I’ll connect later. 



25. Click Forward on the Finish Updates Setup screen. 



26. If desired, type the appropriate information to create a new user account; then click Forward. 



27. Verify or modify the date and time; then click Forward. 



28. Click Finish on the Kdump screen. 



29. Select No as the response to the reboot question. 



Configuring Red Hat Linux kernel crash dumps 



Before configuring crash dumps, determine a location in which the vmcore file (dump file) can be placed. This 



location can be another server, a RAW device, or a local file system that is approximately the size of the physical 



memory of the system. 
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Log in as root. Then complete these steps: 



1. Verify that the kexec-tools package is installed by entering the following command:  



 



rpm –q kexec-tools 



 



2. If the kexec-tools package is not installed, install it on the server. 



3. Run the Kernel Dump Configuration utility by entering the following command: 



 



system-config-kdump 



 



4. After the utility is started, perform the following steps: 



a. Select Automated kdump memory settings. 



b. Click Target settings and set the values as desired. 



c. Click Filtering settings and set the values as required. 



d. Click Expert settings and set the values as required. 



e. Click Apply. 



f. Click OK on the system-config-kdump box. 



g. Click File and click Quit. 



h. Click OK in response to a system reboot message. 



5. Read through the kdump configuration file, and set any additional site-appropriate values for the various 



parameters. 



6. Reboot the system. 



Updating device drivers 



Unisys periodically provides device driver updates to ensure that the latest device drivers are available for 



installation on your server.  



Complete the following steps to install device driver updates on your system. 



1. Access the Unisys Product Support Web site at www.support.unisys.com. 



2. Log in using your username and password; if you have not previously registered for that site, click register 



through the Support Services e-Service Portal and follow the directions to register. 



3. To download the ES7000 Model 7600R G4 Linux drivers, perform the following actions: 



a. On the ES7000 Model 7600R G2, G3, and G4 Support Site page, click Drivers and Downloads. 



b. Under the Media tab, locate the CMP category and click Linux Drivers and Firmware. 



c. If a driver update package has been released, a file or files with the following naming 



convention—unisys-driver-updates-G4-vn.n-n.tgz, where vn.n-n is the version number—appear. 



d. If such a file or files are listed, save the drivers file to your server. 



e. Open a terminal window and log on as root. 



f. Change the current directory to the directory where you saved the drivers file. 



g. Unzip the compressed file using the following command: 



 



tar-xzf unisys-driver-updates-G4-vn.n-n.tgz (where vn.n-n is the version number) 



 



h. Change the directory to the unisys-driver-updates directory. 
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i. Access the README file in this directory. 



j. Perform all of the steps in the README file to update the drivers. 



Installing VMware ESXi Server 5.5 on the server 



Follow these procedures to install VMware ESXi Server 5.5 on the server. 



Notes: 



 The following procedure assumes that the operating system is being installed on a functional server with a 



boot disk or RAID disk already configured. 



 You can use either a direct-connect keyboard/video/mouse or a remote desktop. If you use direct-connect 



input devices, you also need to attach a USB-DVD drive. 



To install the software, complete the following steps: 



1. On a workstation with Internet access, download the VMware ESXi Server 5.5 software image file from 



the VMware web site at www.vmware.com. 



2. Write the software image file onto a blank DVD-ROM. 



Note: If you install a live network cable on the interface you want to use for managing ESXi, the interface 



is marked as Connected during the installation process. 



3. Click Power Up/Down to start the server. A server status window is displayed. 



4. Insert the DVD containing the ESXi Server software image into the server CD/DVD drive. 



5. To boot from DVD, press F12 at the BIOS splash screen when that options appears. 



6. Choose CD-ROM and press Enter. 



7. On the Welcome to the Installer screen, press Enter. 



8. To accept the end-user license agreement, click F11. 



9. Be sure the disk that will have VMware installed is highlighted and press Enter. 



10. Select the keyboard type for the system (the default is U.S. English) and then press Enter. 



11. Enter a root password and press Enter. 



12. To confirm installation, press F11. 



13. When the “Installation Complete” window appears, remove the installation media and reboot the system 



by pressing Enter. 



Enabling Remote Root Connection 



If you want to remotely connect to an ESXi host, perform the following steps to enable the remote root SSH 



feature of ESXi Server. 



Note: Remote root SSH access is disabled by default. 



1. Press F2. 



2. Log on to the system as root. 



3. Select Troubleshooting Options. 



4. Select Enable SSH. 



5. If you also want access to ESXi shell, select Enable ESXi Shell. 
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6. Select Restart Management Agents. 



7. Press F11. Messages indicate that the management agents stop and restart. 



8. Once complete, press Enter and then Esc. 



Installing VMware Patches 



Updates and patches might be available for your VMware Infrastructure Components. For more information or to 



download patches, refer to the following URL: 



http://support.vmware.com/selfsupport/download 
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6 Configuring Call Home 



Unisys call home is a method of sending system alert information to Unisys if the ES7000 Model 7600R G4 



system has a critical condition. Call Home sends a packet that is a set of data describing the system, the 



condition being reported, date of occurrence, and the contact information. When Unisys receives a Call 



Home packet, an analyst uses the contact information in the packet to identify the person with whom the 



analyst discusses the reported condition and works to provide a solution. 



All Call Home packets sent by the system are in the form of an email (through an SMTP server within the 



client network infrastructure) to a Unisys email address. You can add additional client email addresses to the 



list of recipients so each receives an exact copy of the Call Home email packet sent to Unisys. 



Prerequisites 



Check that the following prerequisites are met: 



 Make sure the maintenance LAN from the server can communicate with a Simple Mail Transport 



Protocol (SMTP) server. 



 Determine an email address for a return receipt of the information sent to Unisys. This could be a 



person or a monitored departmental email box. 



 Make sure the Integrated Management Module (IMM) is configured with a static IP address or one 



derived from a DHCP server, and that it is possible to browse to that IP address and display the IMM 



logon screen. 



Setting up the Integrated Management Module for Call 
Home 



Use the following procedure to set up the IMM for Unisys Call Home. 



1. Access the IMM of the ES7000 Model 7600R G4 system through its IP address and log in. The default 



user-id is USERID and the password is PASSW0RD (both the userid and password are case sensitive; 



the password contains the number 0 instead of the letter “O”). 



2. Determine the contact information. Unisys needs a contact at the client site if a system generates a 



Call Home packet.  



3. To define the contact on the IMM web page, click Server Management and then select Server 



Properties, as shown in the following illustration. 
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A screen similar to the following illustration appears. 



 



4. In the General Settings tab (as shown in the previous illustration), enter a system descriptive name, 



an email address in the Contact person field and a phone number in the Location field. The email 



address is sent an acknowledgement when Unisys receives a Call Home packet. Also include physical 



location information of where the Unisys ES7600 G4 system is located – room, rack ID and the  



U number of the bottom of the system where it is located in the rack. 
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Note: Make sure the System descriptive Name field contains a system name. This name helps 



identify the system if the site contains multiple systems. 



5. Select IMM Management on the menu bar; then select IMM properties.  



6. Select the Data and Time tab and update the Date, Time, and GMT Offset fields with the correct 



information for location. (See the following illustration.) 



 



7. To define the name of your SMTP server, in the navigation menu bar, click IMM Management; then 



click Network. On the resulting web page, click the SMTP tab and scroll down until the SMTP server 



host name or IP address field is visible. (See the following illustration.) 
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8. Enter the name or IP address of the SMTP server and click Apply. (You might need to consult with 



your network administrator or help desk for this information.) 



9. To validate the connection, click Test Connection. When the test is successful, a pop-up message is 



displayed as shown in the following illustration. Click Close to remove the message. 



 



10. To configure IMM to send packets to the Unisys Call Home email address, click Events on the menu 



bar; then select Event Recipients. 



11. Click Create; then click Create Email Notification. (See the following illustration.) 



 



A screen similar to the following is displayed. 
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12. Enter a name in the Descriptive name: field (for example, Unisys Call Home). The name only 



identifies this entry in the list of recipient names. 



13. Enter the email address of the recipient in the E-Mail address: field; this email address must be 



callhome@unisys.com. 



14. In the Events to receive: field, uncheck the box for Select all events and check Critical. (See previous 



figure.) 



15. Check the Include the event log contents in the e-mail body checkbox. 



16. Under Status, click the Enable the recipient radio button. 



17. When complete, click OK. 



18. Add other recipients of the system alerts and select the types of alerts that they will receive. During 



testing, Unisys recommends that you add a local email address to verify that the system has access 



to a functional SMTP server. The following figure shows an example of an Alerts web page. 



 



19. Once your list of recipients is complete, click the radio button next to the Unisys Call Home entry; 



then click the Generate Test Event tab. A pop-up message similar to the following graphic displays. 



 



20. Click OK to proceed. A test packet is sent to Unisys and any other recipients. The content of the mail 



message is similar to the following text. 



Server MTM: 3837AC1 



Alert Text: Management Controller Test Alert Generated by USERID. 



Type of Alert: System - Other 
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Severity: 4 



Date(m/d/y): 09/11/2014 



 Time(h:m:s): 11:40:16 



 



Contact: john.doe@company.com 



 



Location: 01-610-555-1212 



IMM Text ID: Production 1 



IMM Serial Number: 1234567 



IMM UUID: 3B8AD928FF1C11E39EED6EAE8B4B71F3 



Event ID: 4000002800000000 



Serviceable Event Indicator: Not Serviceable 



FRU list: Not available 



Room ID: east lab 



Rack ID: 1 



Lowest U-position: 16 



Blade Bay: Not available 



Test Alert: yes 



Auxiliary Data: Not available 



A text file containing the IMM event log is attached to the mail message. The alert generation entry looks similar to 



the following text: 



09/11/2014 15:54:08.653Alert Recipient Number 1 updated: Name=Unisys Call Home, 



DeliveryMethod=email, Address=callhometest@unisys.com, IncludeLog=true, Enabled=Enabled, 



EnabledAlerts=-crt<te|vo|po|di|fa|cp|me|in|re|ot> -wrn<none> -sys<none>, 



AllowedFilters=All. 



When Unisys receives the Call Home packet generated by the Generate Test Event, the email address that was 



entered in the System Setting page (in this example john.doe@company.com) receives an acknowledgement from 



Callhome@unisys.com. It contains ESR SACK notification in the title followed by the system name and serial 



number. 



For test alerts, the response email contains the system name (from the Name field on the System Setting page), 



the system serial number, the word “ESRTEST” for the Service Request, and the local time the alert was generated. 
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Note: This notification email is an automatic response from callhome@unisys.com. Do not reply to this mail 



message or use it for any personal correspondence as it is an unmonitored email box 



Testing the Transmission of Call Home Packets 



To verify the continuous ability for the system to send Call Home packets to Unisys, periodically generate Call 



Home packets by using the Generate Test Event function and waiting for the response packet. 



System Generated Call Home Packets 



When Unisys receives a critical Call Home packet, it responds to the email address in the contact information. 



For critical alerts, the response email includes the System Name (from the Name field on the System Setting page 



in IMM), the system serial number, an 8-digit number for the service request, the local time the alert was 



generated, and a short description of the problem (which is also shown in the IMM event log). 



Note: This notification email is an automatic response from callhome@unisys.com. Do not reply to this mail 



message or use it for any personal correspondence as it is an unmonitored email box. 
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7 Troubleshooting 



This information describes the diagnostic tools and troubleshooting information that are available to help you 



solve problems that might occur in the server. 



Note: If you cannot diagnose and correct a problem by using the information in this chapter, see Appendix A, 



“Services and support” for more information. 



Start here 



You can solve many problems without outside assistance by following the troubleshooting procedures in this 



documentation and on the World Wide Web. 



This documentation describes the diagnostic tests that you can perform plus troubleshooting procedures. You can 



find explanations of error messages and error codes in separate volumes. See Enterprise Server ES7000 Model 



7600R G4 Error Messages, Volume 1: DSA Diagnostic Test Error Messages (8230 6994), Enterprise Server ES7000 



Model 7600R G4 Error Messages, Volume 2: Integrated Management Module II Error Messages (8230 7018), and 



Enterprise Server ES7000 Model 7600R G4 Error Messages, Volume 3: UEFI/POST Error Messages (8231 0491). 



To diagnose a problem 



Before you contact Unisys for help, follow these procedures in the order in which they are presented to diagnose a 



problem with your server. 



1. Return the server to the condition it was in before the problem occurred. If any hardware, software, 



or firmware was changed before the problem occurred, if possible, reverse those changes. This might include 



any of the following items: 



 Hardware components 



 Device drivers and firmware 



 System software 



 UEFI firmware 



 System input power or network connections 



2. View the light path diagnostics LEDs and event logs. The server is designed for ease of diagnosis of 



hardware and software problems. 



 Light path diagnostics LEDs: See “Light path diagnostics“ for information about using light path 



diagnostics LEDs. 



 Event logs: See “Event logs“ for information about notification events and diagnosis. 



 Software or operating-system error codes: See the documentation for the software or operating 



system for information about a specific error code. See the manufacturer's website for documentation. 



3. Run Dynamic System Analysis (DSA) and collect system data. Run Dynamic System Analysis (DSA) to collect 



information about the hardware, firmware, software, and operating system. Have this information available 
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when you contact Unisys. You might be asked to bundle it and send it to them. Refer to additional 



information about DSA subsequently in this section. Also, you can obtain DSA code and the Dynamic System 



Analysis Installation and User’s Guide from the ES7000 Model 7600R G4 Product Support page; click Drivers 



and Downloads.  



4. Check for and apply code updates. Fixes or workarounds for many problems might be available in updated 



UEFI firmware, device firmware, or device drivers. See “Obtaining releases from the Support Site” for more 



information. Check the support site for helpful information and/or updated drivers and firmware.  



Attention: Installing the wrong firmware or device-driver update might cause the server to malfunction. 



Before you install a firmware or device-driver update, read any readme and change history files that are 



provided with the downloaded update. These files contain important information about the update and the 



procedure for installing the update, including any special procedure for updating from an early firmware or 



device-driver version to the latest version. 



Important: Some cluster solutions require specific code levels or coordinated code updates. If the device is 



part of a cluster solution, verify that the latest level of code is supported for the cluster solution before you 



update the code. 



 Install manual system updates.  



i. Determine the existing code levels. In DSA, click Firmware/VPD to view system 



firmware levels, or click Software to view operating-system levels. 



ii. Download and install updates of code that is not at the latest level. Get the latest 



updates from the support site. 



5. Check for and correct an incorrect configuration. If the server is incorrectly configured, a system 



function can fail to work when you enable it; if you make an incorrect change to the server configuration, a 



system function that has been enabled can stop working. 



 Make sure that all installed hardware and software are supported. If any hardware or software 



component is not supported, uninstall it to determine whether it is causing the problem. You must 



remove nonsupported hardware before you contact Unisys for support. 



 Make sure that the server, operating system, and software are installed and configured correctly. 



Many configuration problems are caused by loose power or signal cables or incorrectly seated 



adapters. You might be able to solve the problem by turning off the server, reconnecting cables, 



reseating adapters, and turning the server back on. For information about performing the checkout 



procedure, see “About the checkout procedure“. For information about configuring the server, see 



“Configuring the server“. 



6. See controller and management software documentation. If the problem is associated with a specific 



function (for example, if a RAID hard disk drive is marked offline in the RAID array), see the documentation 



for the associated controller and management or controlling software to verify that the controller is correctly 



configured. 



Problem determination information is available for many devices such as RAID and network adapters. 





http://www.support.unisys.com/


http://www.support.unisys.com/


file:///C:/IBMrebrand/8230%206986-000/nn1en_r_pdch3aboutcheckoutprocedure.html


file:///C:/IBMrebrand/8230%206986-000/nn1em_r_ugch3confgserver.html








Installation and Service Guide 



189 
8230 6986-000 



7. Check for troubleshooting procedures and any technical bulletins or other information. Troubleshooting 



procedures and other documents can offer known problems and suggested solutions. See the support site 



for possible helpful documents. 



8. Use the troubleshooting tables. See “Troubleshooting by symptom“ to find a solution to a problem that 



has identifiable symptoms. 



A single problem might cause multiple symptoms. Follow the troubleshooting procedure for the most 



obvious symptom. If that procedure does not diagnose the problem, use the procedure for another 



symptom, if possible. 



If the problem remains, contact Unisys for assistance with additional problem determination and possible 



hardware replacement. See “Appendix A: Services and support” for more information.  



Undocumented problems 



If you have completed the diagnostic procedure and the problem remains, the problem might not have been 



previously identified. After you have verified that all code is at the latest level, all hardware and software 



configurations are valid, and no light path diagnostics LEDs or log entries indicate a hardware component failure, 



contact Unisys for assistance. (See “Appendix A: Services and support”.) 



Diagnosing the problem 



Unisys continually updates the support web site with the latest information that you can use to solve problems 



that you might have with the server. 



Checkout Procedure 



The checkout procedure is the sequence of tasks that you should follow to diagnose a problem in the server. 



Before you perform the checkout procedure for diagnosing hardware problems, review the following information: 



 Read the safety information that begins on page “Safety“. 



 The Dynamic System Analysis (DSA) capability provides the primary methods of testing the major 



components of the server, such as the Ethernet controller, keyboard, mouse (pointing device), serial ports, 



and hard disk drives. You can also use them to test some external devices. If you are not sure whether a 



problem is caused by the hardware or by the software, you can use the diagnostic programs to confirm that 



the hardware is working correctly. 



 When you run DSA, a single problem might cause more than one error message. When this happens, correct 



the cause of the first error message. The other error messages usually will not occur the next time you run 



DSA.  
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Exception: If multiple error codes or light path diagnostics LEDs indicate a microprocessor error, the error 



might be in the microprocessor or in the microprocessor socket. See “Microprocessor problems“ for 



information about diagnosing microprocessor problems. 



 Before you run diagnostic programs, you must determine whether or not the failing server is part of a shared 



hard disk drive cluster (two or more servers sharing external storage devices). If it is part of a cluster, you can 



run all diagnostic programs except the ones that test the storage unit (that is, a hard disk drive in the storage 



unit) or the storage adapter that is attached to the storage unit. The failing server might be part of a cluster if 



any of the following conditions is true:  



 You have identified the failing server as part of a cluster (two or more servers sharing external storage 



devices).  



 One or more external storage units are attached to the failing server and at least one of the attached 



storage units is also attached to another server or unidentifiable device. 



 One or more servers are located near the failing server. 



Important: If the server is part of a shared hard disk drive cluster, run one test at a time. Do not run any suite 



of tests, such as "quick" or "normal" tests, because this might enable the hard disk drive diagnostic tests. 



 If the server is halted and a POST error code is displayed, see Volume 3: UEFI/POST Error Messages (8231 



0491). If the server is halted and no error message is displayed, see “Troubleshooting by symptom“ and 



“Solving undetermined problems“. 



 For information about power-supply problems, see “Solving power problems“ and “Power-supply LEDs“. 



 For intermittent problems, check the event log; see “Event logs“ and “DSA diagnostic test results“. 



Performing the checkout Procedure 



To perform the checkout procedure, complete the following steps:  



1. Is the server part of a cluster?  



 No: Go to step “2“. 



 Yes: Shut down all failing servers that are related to the cluster. Go to step “2“. 



2. Complete the following steps:  



a. Check the power supply LEDs. (See “Power-supply LEDs“.) 



b. Turn off the server and all external devices. 



c. Check all internal and external devices for compatibility at the support site. 



d. Check all cables and power cords. 



e. Set all display controls to the middle positions. 



f. Turn on all external devices. 



g. Turn on the server. If the server does not start, see “Troubleshooting by symptom“. 



h. Check the system-error LED on the operator information panel. If it is lit, check the light path 



diagnostics LEDs. (See “Light path diagnostics“.)  
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i. Check for the following results:  



 Successful completion of POST (see “POST“ for more information) 



 Successful completion of startup, which is indicated by a readable display of the operating-



system desktop 



3. Is there a readable image on the monitor screen?  



 No: Find the failure symptom in “Troubleshooting by symptom“; if necessary, see “Solving 



undetermined problems“. 



 Yes: Run DSA. (See “Running the DSA Preboot diagnostic programs“.)  



 If DSA reports an error, refer to the Enterprise Server ES7000 Model 7600R G4 Error Messages, 



Volume 1: DSA Diagnostic Test Error Messages (8230 6994). 



 If DSA does not report an error but you still suspect a problem, see “Solving undetermined 



problems“. 



Diagnostic tools 



The following tools are available to help you diagnose and solve hardware-related problems: 



 Light path diagnostics  



Use light path diagnostics to diagnose system errors quickly. See “Light path diagnostics“ for more 



information. 



 Event logs  



The event logs list the error codes and messages that are generated when an error is detected for the 



subsystems IMM2, POST, DSA, and the server baseboard management controller. See “Event logs“ for more 



information. 



 Integrated management module II 



The integrated management module II (IMM2) combines service processor functions, video controller, 



remote presence, and blue-screen capture features in a single chip. The IMM provides advanced service-



processor control, monitoring, and alerting function. If an environmental condition exceeds a threshold or if 



a system component fails, the IMM lights LEDs to help you diagnose the problem, records the error in the 



IMM event log, and alerts you to the problem. Optionally, the IMM also provides a virtual presence 



capability for remote server management capabilities. The IMM provides remote server management 



through the following industry-standard interfaces: 



 Intelligent Platform Management Protocol (IPMI) version 2.0 



 Simple Network Management Protocol (SNMP) version 3 



 Common Information Model (CIM) 



 Web browser 
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For more information about the integrated management module II (IMM2), see “Using the integrated 



management module“. Also refer to the Integrated Management Module II User's Guide (8230 6978) and the 



ES7000 Model 7600R G4 Error Messages, Volume 2: Integrated Management Module II Error Messages (8230 



7018) 



 Dynamic System Analysis  



Two editions of Dynamic System Analysis (DSA) are available for diagnosing problems: DSA Portable and DSA 



Preboot: 



 DSA Portable  



DSA Portable collects and analyzes system information to aid in diagnosing server problems. DSA 



Portable runs on the server operating system and collects the following information about the server: 



 Drive health information 



 Event logs for ServeRAID controllers and service processors 



 Installed hardware, including PCI and USB information 



 Installed applications and hot fixes 



 Kernel modules 



 Light path diagnostics status 



 Microprocessor, input/out hub, and UEFI error logs 



 Network interfaces and settings 



 RAID controller configuration 



 Service processor (integrated management module) status and configuration 



 System configuration 



 Vital product data, firmware, and UEFI configuration 



DSA Portable creates a DSA log, which is a chronologically ordered merge of the system-event log (as 



the IPMI event log), the integrated management module (IMM) event log (as the ASM event log), and 



the operating-system event logs. You can send the DSA log (when requested by Unisys Support) or 



view the information as a text file or HTML file. (See “How to send DSA data”.) 



Note: Use the latest available version of DSA to make sure you are using the most recent configuration 



data. To download DSA code, go to the ES7000 Model 7600R G4 Product Support site 



(www.support.unisys.com). 



 DSA Preboot  



DSA Preboot diagnostic programs are stored in the integrated USB memory on the server. DSA Preboot 



collects and analyzes system information to aid in diagnosing server problems, as well as offering a rich 



set of diagnostic tests of the major components of the server 
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DSA Preboot collects the following information about the server: 



 Drive health information 



 Event logs for ServeRAID controllers and service processors 



 Installed hardware, including PCI and USB information 



 Light path diagnostics status 



 Microprocessor, input/output hub, and UEFI error logs 



 Network interfaces and settings 



 RAID controller configuration 



 Service processor (integrated management module) status and configuration 



 System configuration 



 Vital product data, firmware, and UEFI configuration 



DSA Preboot also provides diagnostics for the following system components (when they are installed): 



11. Emulex network adapter 



12. IMM I2C bus 



13. Light path diagnostics panel 



14. Memory modules 



15. Microprocessors 



16. Optical devices (CD or DVD) 



17. SAS or SATA drives 



See “Running the DSA Preboot diagnostic program“ for more information on running the DSA Preboot 



program on the server. 



 Troubleshooting by symptom  



These tables list problem symptoms and actions to correct the problems. See “Troubleshooting by symptom“ 



for more information. 



Light path diagnostics 



Light path diagnostics is a system of LEDs on various external and internal components of the server that leads you 



to the failed component. When an error occurs, LEDs are lit on the front operator panel on the front of the server, 



then on the failed component. By viewing the LEDs in a particular order, you can often identify the source of the 



error.  



When LEDs are lit to indicate an error, they remain lit when the server is turned off, provided that the server is still 



connected to power and the power supply is operating correctly. 



Before you work inside the server to view light path diagnostics LEDs, read the safety information in the topics 



“Safety“ and “Handling static-sensitive devices“. 
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If an error occurs, view the light path diagnostics LEDs in the following order:  



1. Look at the front operator panel (see “Front operator panel“) on the front of the server.  



 If the check log LED is lit, it indicates that information about an un-isolated fault condition in the server 



is available in the IMM event log or in the system-event log. 



 If the system-error LED is lit, it indicates that an error has occurred; go to step 2. 



Note: Reset button: Press this button on the front operator panel to reset the server and run the power-on 



self-test (POST). You might have to use a pen or the end of a straightened paper clip to press the button. 



2. Look for LEDs that are lit on the modules in the server (on the front and rear) to indicate the location of a 



problem. 



In addition to the light path diagnostic LEDs, the server LCD system information display panel also displays a 



current list of errors reported by the system and other information. The following is an illustration of the LCD 



display panel. See the “LCD system information display panel“ for more information about the LCD display panel. 



 



For the location of the LEDs on the modules in the front of the server, see “Storage book LEDs“, “Compute book 



LEDs“, and “DIMMs and microprocessor LEDs“. 



For the location of the LEDs on the modules in the rear of the server, see “Half-length I/O book LEDs“, “Full-length 



I/O book LEDs“, “Standard I/O book LEDs“, and “Power-supply LEDs“. 
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Storage book LEDs 



The following illustration shows the location of the LEDs on the storage book. 



 



Compute book LEDs 



The following illustration shows the location of the LEDs on the DDR3 compute book. 
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DIMMs and microprocessor LEDs 



The following illustration shows the location of the DIMMs and microprocessor LEDs on the microprocessor side of 



the DDR3 compute book board. 



 



The following illustration shows the location of the DIMM LEDs on the non-microprocessor side of the DDR3 



compute book board. 
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Fan LEDs 



The following illustration shows the location of the fan LEDs. 



 



Half-length I/O book LEDs 



The following illustration shows the location of the half-length I/O book LEDs. 
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Full-length I/O book LEDs 



The following illustration shows the location of the full-length I/O book LEDs. 



 



Standard I/O book LEDs 



The following illustration shows the location of the LEDs on the standard I/O book. 



 



Power-supply LEDs 



The following minimum configuration is required for the ac power LED on the power supply to be lit:  



 Power supply 



 Power cord 



 Appropriate input power from the power source 
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The following minimum configuration is required for the 4-socket server to start: 



 One compute book and one 4 GB DIMM in DIMM connector 9. 



 The standard I/O book 



 The storage book 



 One power supply 



 Power cord 



The following minimum configuration is required for the 8-socket server to start: 



 A minimum of four DDR3 compute books (two in each node) with E7-8xxx v2 microprocessors. The 



microprocessors must be of the same cache size, type, and clock speed. 



 The 8-socket chassis 



 Two standard I/O books 



 Two storage books 



 A minimum of four power supplies (two power supplies in each node) 



The following illustration shows the locations of the power-supply LEDs. 



 



The following table describes the problems that are indicated by various combinations of the power-supply LEDs 



and the power-on LED on the front operator panel and suggested actions to correct the detected problems. 



Table 33. Problems indicated by power-supply LEDs and the Power-on LED on the front operator panel and the 



suggested actions to solve the problems 



Power-supply LEDs Description Action Notes 



AC  DC  Error 



On On Off Normal operation   The server is 



functioning 



correctly. 



Off Off Off No ac power to the 



server, a problem with 



1. Check the ac power to 



the server. 



This is a normal 



condition when no 
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Table 33. Problems indicated by power-supply LEDs and the Power-on LED on the front operator panel and the 



suggested actions to solve the problems 



Power-supply LEDs Description Action Notes 



AC  DC  Error 



the ac power source, or a 



power supply has failed. 



2. Make sure that the 



power cord is connected 



to a functioning power 



source. 



3. Restart the server. If the 



error remains, check the 



power-supply LEDs. 



4. Replace the power-



supply. 



ac power is present. 



Off  Off On No input power to the 



power supply or the 



power-supply has 



detected an internal 



problem. 



 Make sure that the 



power cord is connected 



to a functioning power 



source. 



 Replace the power 



supply. 



This happens only 



when a second 



power supply is 



providing power to 



the server. 



Off On Off The power supply has 



failed  



Replace the power supply.   



Off  On On Faulty power-supply  Replace the power supply.   



On Off Off The system is off: The 



system is connected to 



power. 



  The server is 



functioning 



correctly. 



      The system is on: Power-



supply not fully seated, 



faulty standard I/O book, 



or faulty power-supply. 



1. Reseat the power supply. 



2. Replace the power-



supply. 



3. Replace the standard I/O 



book. 



Typically indicates a 



power-supply is not 



fully seated. 



On Off On Faulty power-supply Replace the power supply.   



On On On Power-supply is faulty Replace the power supply.   
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Light path diagnostics LEDs description 



The following table describes the server LEDs to help you detect the location of the problems. For the location of 



the server LEDs, see “Storage book LEDs“, “Compute book LEDs“, “DIMMs and microprocessor LEDs“, “Half-length 



I/O book LEDs“, “Full-length I/O book LEDs“, “Standard I/O book LEDs“, and “Power-supply LEDs“. 



Note: Check the IMM event log or the system-event log for additional information before you replace a FRU. See 



“Parts listing“ to determine which components are customer replaceable units (CRU) and which components are 



field replaceable units (FRU). 



Table 34. Light path diagnostics LEDs description 



LED Description  



3V battery error LED When this LED is lit, it indicates that a standard I/O book battery 



error has occurred. 



AC power LED Each hot-swap power supply has an ac power LED and a dc power 



LED. When the ac power LED is lit, it indicates that sufficient power is 



being supplied to the power supply through the power cord. During 



normal operation, both the ac and dc power LEDs are lit. 



Board error LED When this yellow LED is lit, it indicates that a book board error 



occurred. 



Check log LED When this LED is lit (yellow), it indicates that there are errors that 



require further diagnosis. Check the IMM event log for additional 



information. See “Event logs“ for more information about event logs. 



DC power LED Each hot-swap power supply has a dc power LED and an ac power 



LED. When the dc power LED is lit, it indicates that the power supply 



is supplying adequate dc power to the system. During normal 



operation, both the ac and dc power LEDs are lit. 



DIMM error LED When this LED is lit, it indicates that a memory error occurred. 



Drive activity LEDs These LEDs are on SAS or SATA hard disk drives and solid state drives. 



Each hot-swap drive has an activity LED, and when this LED is 



flashing, it indicates that the drive is in use. When this LED is solid, it 



indicates that the drive is powered on but not in use. 



Drive status LEDs These LEDs are on SAS or SATA hard disk drives and solid state drives. 



When one of these LEDs is lit, it indicates that the drive has failed. 



When this LED is flashing slowly (one flash per second), it indicates 



that the drive is being rebuilt. When the LED is flashing rapidly (three 



flashes per second), it indicates that the controller is identifying the 
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Table 34. Light path diagnostics LEDs description 



LED Description  



drive. 



Ethernet activity LED When these LEDs are lit, they indicate that the server is transmitting 



to or receiving signals from the Ethernet LAN that is connected to the 



Ethernet port. 



Ethernet link LEDs When these LEDs are lit, they indicate that there is an active link 



connection on the 100BASE-TX, 1000BASE-TX, or 10GBASE-TX 



interface for the Ethernet port. 



Fan error LED When this LED is lit, it indicates that a fan has failed, is operating too 



slowly, or has been removed. 



Locate button/LED Press the locate button to visually locate the server among other 



servers. When you press the locate button, the LED will be lit and it 



will continue to be lit until you press it again to turn it off. This Locate 



button is also used as the physical presence for the Trusted Platform 



Module (TPM).This LED is controlled by the IMM2.  



Microprocessor error LED When this LED is lit, it indicates that a microprocessor error occurred. 



PCIe slot error LED When these LEDs are lit, they indicate that an error occurred in PCIe 



slots. 



Power button/LED Press this button to turn the server on and off manually or to wake 



the server from a reduced-power state. The states of the power-on 



LED are as follows:  



 Off: Input power is not present, or the power supply or the LED 



itself has failed. 



 Flashing rapidly (3 times per second): The server is turned 



off and is not ready to be turned on. The power-on button is 



disabled. This lasts approximately 10 seconds after input power 



has been applied or restored. 



 Flashing slowly (once per second): The server is turned off 



and is ready to be turned on. You can press the power-on 



button to turn on the server. 



 Lit: The server is turned on. 



Power supply error LED When this yellow LED is lit, it indicates that a power supply error 



occurred. 
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Table 34. Light path diagnostics LEDs description 



LED Description  



System error LED When this yellow LED is lit, it indicates that a system error occurred. 



A system-error LED is also on the rear of the server. This LED is 



controlled by the IMM2. Additional information can also be seen on 



the LCD display panel. (See “LCD system information display panel“ 



for more information.) 



Event logs 



The server-generated event logs contain the error codes and messages to solve problems. Error codes and 



messages are displayed in the following types of event logs: 



 POST event log: This log contains the most recent error codes and messages that were generated during 



POST. You can view the contents of the POST event log from the Setup utility. (See “Starting the Setup 



utility“.) For more information about POST error codes, refer to ES7000 Model 7600R G4 Error Messages, 



Volume 3: UEFI/POST Error Messages (8231 4091). 



 System-event log: This log contains POST and system management interrupt (SMI) events and all events 



that are generated by the baseboard management controller that is embedded in the integrated 



management module (IMM). You can view the contents of the system-event log through the Setup utility 



and through the Dynamic System Analysis (DSA) program (as IPMI event log).  



The system-event log is limited in size. When it is full, new entries will not overwrite existing entries; 



therefore, you must periodically clear the system-event log through the Setup utility. When you are 



troubleshooting an error, you might have to save and then clear the system-event log to make the most 



recent events available for analysis. For more information about the system-event log, see ES7000 Model 



7600R G4 Error Messages, Volume 2: Integrated Management Module II Error Messages (8230 7018). 



Messages are listed on the left side of the screen, and details about the selected message are displayed on 



the right side of the screen. To move from one entry to the next, use the Up Arrow (↑) and Down Arrow (↓) 



keys. 



Some IMM sensors cause assertion events to be logged when their setpoints are reached. When a setpoint 



condition no longer exists, a corresponding de-assertion event is logged. However, not all events are 



assertion-type events. 



 Integrated management module (IMM2) event log: This log contains a filtered subset of all IMM, POST, 



and system management interrupt (SMI) events. You can view the IMM event log through the IMM web 



interface. For more information, see “Logging on to the IMM web interface“. You can also view the IMM 



event log through the Dynamic System Analysis (DSA) program (as the ASM event log). For more information 
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about IMM error messages, see ES7000 Model 7600R G4 Error Messages, Volume 2: Integrated Management 



Module II Error Messages (8230 7018). 



 DSA event log: This log is generated by the Dynamic System Analysis (DSA) program, and it is a 



chronologically ordered merge of the system-event log (as the IPMI event log), the IMM chassis-event log (as 



the ASM event log), and the operating-system event logs. You can view the DSA event log through the DSA 



program (see “Viewing event logs without restarting the server“). For more information about DSA and DSA 



messages, see “Dynamic System Analysis“ and refer to the Enterprise Server ES7000 Model 7600R G4 Error 



Messages, Volume 1: DSA Diagnostic Test Results Error Messages (8230 6994). 



For more information about viewing the logs or clearing the logs, see “Viewing event logs through the Setup 



utility“, “Viewing event logs without restarting the server“, and “Clearing the error logs“. 



Viewing event logs through the Setup utility 



To view the UEFI/POST event log or system-event log, complete the following steps: 



1. Turn on the server. 



2. When the prompt <F1> Setup is displayed, press F1. If you have set both a power-on password and an 



administrator password, you must type the administrator password to view the event logs. 



3. Select System Event Logs and use one of the following procedures:  



 To view the POST event log, select POST Event Viewer. 



 To view the system-event log, select System Event Log. 



Viewing event logs without restarting the server 



If the server is not hung and the IMM is connected to a network, methods are available for you to view one or 



more event logs without having to restart the server. 



If you have installed Dynamic System Analysis (DSA) Portable, you can use it to view the system-event log (as the 



IPMI event log), or the IMM event log (as the ASM event log), the operating-system event logs, or the merged DSA 



log. You can also use DSA Preboot to view these logs, although you must restart the server to use DSA Preboot. 



The server comes with DSA Preboot stored in integrated USB memory. 



Note: If IPMItool is installed in the server, you can use it to view the system-event log. Most recent versions of the 



Linux operating system come with a current version of IPMItool. 



You can view the IMM event log through the Event Log link in the integrated management module (IMM) web 



interface. For more information, see “Logging on to the IMM web interface“. 





file:///C:/IBMrebrand/8230%206986-000/nn1en_t_pdch3viewinglogswithoutrestarting.html


file:///C:/IBMrebrand/8230%206986-000/nn1en_r_pdch3diagprgrmsmessages.html


file:///C:/IBMrebrand/8230%206986-000/nn1en_t_pdch3vieweventlogsfromsetup.html%23nn1en_t_pdch3vieweventlogsfromsetup


file:///C:/IBMrebrand/8230%206986-000/nn1en_t_pdch3vieweventlogsfromsetup.html%23nn1en_t_pdch3vieweventlogsfromsetup


file:///C:/IBMrebrand/8230%206986-000/nn1en_t_pdch3viewinglogswithoutrestarting.html%23nn1en_t_pdch3viewinglogswithoutrestarting


file:///C:/IBMrebrand/8230%206986-000/nn1en_t_pdch3clearerrorlogs.html%23nn1en_t_pdch3clearerrorlogs


file:///C:/IBMrebrand/8230%206986-000/nn1em_t_ugch3logontowebinterface.html%23nn1em_t_ugch3logontowebinterface








Installation and Service Guide 



205 
8230 6986-000 



The following table describes the methods that you can use to view the event logs, depending on the condition of 



the server. The first three conditions generally do not require that you restart the server. 



Table 35. Methods for viewing event logs 



Condition Action 



The server is not hung and is connected to 



a network (using operating system 



controlled network ports). 



Use any of the following methods:  



 Run DSA Portable to view the diagnostic event log (requires IPMI 



driver) or create an output file that you can send to the Unisys 



Client Support Center (CSC) if requested. You can also create a 



local copy. 



 Use IPMItool (if available) to view the system-event log (requires 



IPMI driver). 



 Use the web browser interface to the IMM to view the system-



event log locally (requires RNDIS USB LAN driver). 



The server is not hung and is not connected 



to a network (using operating system 



controlled network ports). 



Use any of the following methods:  



 Run Portable DSA to view the diagnostic event log (requires IPMI 



driver) or create an output file that you can send to the CSC, if 



requested. You can also create a local copy. 



 Use IPMItool (if available) to view the system-event log (requires 



IPMI driver). 



 Use the web browser interface to the IMM to view the system-



event log locally (requires RNDIS USB LAN driver). For more 



information, see “Obtaining the IP address for the IMM“ and 



“Logging on to the IMM web interface“. 



The integrated management module (IMM) 



is connected to a network, and ac power is 



applied. The server state might be hung, 



not hung, or powered off. 



Use any of the following methods:  



 Use IPMItool (if available) over the network to the IMM external 



IP address to view the system-event log. 



 Use the web browser interface to the IMM to view the system-



event log. In the web browser, type the IP address for the IMM 



and go to the Event Log page. For more information, see 



“Obtaining the IP address for the IMM“ and “Logging on to the 



IMM web interface“. 
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The server is hung, and no 



communication can be made with 



the IMM. 



Restart the server and press F2 to start DSA Preboot and view the diagnostic 



event log (see “Running the DSA Preboot diagnostic programs“ for more 



information). 



Alternatively, you can restart the server and press F1 to start the Setup utility 



and view the POST event log or system-event log. For more information, see 



“Viewing event logs through the Setup utility“. 



Clearing the error logs 



To clear the event logs, complete the following steps.  



Note: The POST event log is automatically cleared each time the server is restarted. 



1. Turn on the server. 



2. When the prompt <F1> Setup is displayed, press F1. If you have set both a power-on password and an 



administrator password, you must type the administrator password to view the event logs. 



3. To clear the IMM system-event log, select System Event Logs --> Clear System Event Log. 



POST 



When you turn on the server, it performs a series of tests to check the operation of the server components and 



some optional devices in the server. This series of tests is called the power-on self-test, or POST.  



Note: This server does not use beep codes for server status. 



If a power-on password is set, you must type the password and press Enter (when you are prompted) for POST to 



run. 



If POST detects a problem, an error message is displayed. See ES7000 Model 7600R G4 Error Messages, Volume 3: 



UEFI/POST Error Messages (8231 0491) for more information. 



If POST detects a problem, an error message is sent to the POST event log, see “Event logs“ for more information. 



Dynamic System Analysis (DSA) 



Dynamic System Analysis (DSA) collects and analyzes system information to aid in diagnosing server problems. DSA 



collects the following information about the server: 



 Drive health information 



 Event logs for ServeRAID controllers and service processors 



 Hardware inventory, including PCI and USB information 



 Installed applications and hot fixes (available in DSA Portable only) 





file:///C:/IBMrebrand/8230%206986-000/nn1en_t_pdch3rundiagprgrms.html%23nn1en_t_pdch3rundiagprgrms


file:///C:/IBMrebrand/8230%206986-000/nn1en_t_pdch3vieweventlogsfromsetup.html%23nn1en_t_pdch3vieweventlogsfromsetup


file:///C:/IBMrebrand/8230%206986-000/nn1en_r_pdch3errorlogs.html%23nn1en_r_pdch3errorlogs








Installation and Service Guide 



207 
8230 6986-000 



 Kernel modules (available in DSA Portable only) 



 Light path diagnostics status 



 Network interfaces and settings 



 Performance data and details about processes that are running 



 RAID controller configuration 



 Service processor (integrated management module) status and configuration 



 System configuration 



 Vital product data and firmware information 



As you run Dynamic System Analysis, text messages are displayed on the screen and are saved in the DSA log. A 



diagnostic text message indicates that a problem has been detected and provides the action you should take as a 



result of the text message. 



For system-specific information about the action that you should take as a result of a message that DSA generates, 



see ES7000 Model 7600R G4 Error Messages, Volume 1: DSA Diagnostic Test Results Error Messages (8230 6994). 



If you cannot find a problem by using DSA, see “Solving undetermined problems“ for information about testing the 



server. 



Note: DSA Preboot might appear to be unresponsive when you start the program. This is normal operation while 



the program loads.  



Make sure that the server has the latest version of the DSA code. 



To download the latest version of DSA code and the Dynamic System Analysis Installation and User's Guide, go to 



the ES7000 Model 7600R G4 Product Support site page (www.support.unisys.com) and click the Media tab. The 



DSA code and documentation are in the Tools group. 



DSA editions 



Two editions of Dynamic System Analysis are available: 



 DSA Portable  



DSA Portable Edition runs within the operating system; you do not have to restart the server to run it. It is 



packaged as a self-extracting file that you download from the web. When you run the file, it self-extracts to a 



temporary folder and performs comprehensive collection of hardware and operating-system information. 



After it runs, it automatically deletes the temporary files and folder and leaves the results of the data 



collection and diagnostics on the server. 



If you are able to start the server, use DSA Portable. 
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 DSA Preboot  



DSA Preboot runs outside of the operating system; you must restart the server to run it. It is provided in the 



flash memory on the server. In addition to the capabilities of the other edition of DSA, DSA Preboot includes 



diagnostic routines that would be disruptive to run within the operating-system environment (such as 



resetting devices and causing loss of network connectivity). It has a graphical user interface that you can use 



to specify which diagnostics to run and to view the diagnostic and data collection results. 



DSA Preboot provides diagnostics for the following system components, if they are installed:  



 Network adapters 



 Optical devices (CD or DVD) 



 Tape drives (SCSI, SAS, or SATA) 



 Memory 



 Microprocessor 



 Checkpoint panel 



 I2C bus 



 SAS and SATA drives 



If you are unable to restart the server or if you need comprehensive diagnostics, use DSA Preboot. 



The server comes with DSA Preboot diagnostics code on the integrated USB flash memory. If the diagnostic 



partition becomes damaged and does not start the DSA Preboot diagnostic programs, utilities are available 



to reset and update the diagnostics code on the integrated USB flash device. For more information, see the 



support site. 



For information on how to run the DSA Preboot diagnostics program, see “Running the DSA Preboot 



diagnostic programs“. 



Running the DSA Preboot diagnostic programs 



Note: The DSA memory test might take up to 30 minutes to run. If the problem is not a memory problem, skip the 



memory test. 



To run the DSA Preboot diagnostic programs that are stored in integrated flash memory on the server, complete 



the following steps: 



1. If the server is running, turn off the server and all attached devices. 



2. Turn on all attached devices; then, turn on the server. 



3. When the prompt <F2> Diagnostics is displayed, press F2.  



Note: The DSA Preboot diagnostic program might appear to be unresponsive for an unusual length of time 



when you start the program. This is normal operation while the program loads. 
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4. Optionally, select Quit to DSA to exit from the stand-alone memory diagnostic program.  



Note: After you exit from the stand-alone memory diagnostic environment, you must restart the server to 



access the stand-alone memory diagnostic environment again. 



5. Select gui to display the graphical user interface or select cmd to display the DSA interactive menu. 



6. Follow the instructions on the screen to select the diagnostic test to run. 



If the server stops during testing and you cannot continue, restart the server and try running the DSA Preboot 



diagnostic programs again. If the problem remains, replace the component that was being tested when the server 



stopped. 



Diagnostic text messages 



Diagnostic text messages are displayed while the tests are running. A diagnostic text message contains one of the 



following results: 



Passed: The test was completed without any errors. 



Failed: The test detected an error. 



Aborted: The test could not proceed because of the server configuration 



Additional information concerning test failures is available in the extended diagnostic results for each test. 



Viewing the test log Results and transferring the DSA collection 



To view the test log for the results when the tests are completed, you can do one of the following: 



 If you are running the DSA graphical user interface (GUI), click the Success link in the Status column. You can 



also select Diagnostic Event Log. 



 If you are running the DSA interactive menu (CLI), type :x to exit the Execute Tests menu; then, select 



completed tests to view the results. 



To transfer DSA Preboot collections to an external USB device, type the copy command in the DSA interactive 



menu.  



 Do something 



IMM first failure data capture (FFDC) feature 



The Integrated Management Module (IMM) provides a first failure data capture (FFDC) feature that you can use to 



collect the log data for system hardware errors into a file; if requested, you can send the file to the Unisys Client 



Support Center (CSC) for problem determination assistance. The following topics explain how to use this IMM 



feature to generate and download the FFDC log data file. 
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Capturing the FFDC log data using the IMM web interface 



To generate and download the first failure data capture (FFDC) log data using the IMM web interface, complete 



the following steps: 



1. Log in to the IMM. 



2. From the Server and Support tab, click the Download Server Data option. 



3. Click the Download Now button. A progress window displays indicating that the file is being generated. 



Capturing the FFDC log data using IMM CLI commands 



To generate and download the first failure data capture (FFDC) log data using IMM CLI commands, complete the 



following steps: 



1. Log in to the IMM using Telnet or SSH Server. 



2. At the command prompt, type ffdc generate. 



Note: You can also use the status command to check the progress of the file generation. You can use the copy 



command to obtain a copy of the existing log data file; you can use the delete command to delete the existing 



log data file. 



3. Type ffdc status to check the status. 



4. You can wait until the file is generated, or you can type ffdc copy -IP host address (where IP host address 



is the IP address for the IMM). The file will be copied to your tftp server or sftp server. 



5. Type exit to exit the session when you are done. 



Capturing the FFDC log using IPMI commands 



To generate and download the first failure data capture (FFDC) log data using IPMI commands, complete the 



following steps: 



1. From a host system, type the command: ipmitool -I lanplus -H 169.254.95.118 -U USERID -P PASSW0RD raw 



0x3a 0x49 0x1 (where 169.254.95.118 is the IMM IP address). Make sure that you replace this IP address 



with your IP address. 



2. Wait 2 to 3 minutes, then type: ipmitool -I lanplus -H 169.254.95.118 -U USERID -P PASSW0RD raw 0x3a 



0x4d 0x01. If you receive a response of 01, the ffdc log data is ready to download. If you do not get a 



response of 01, wait longer and send this command again. 



3. Type the command: wget ftp://192.168.5.199:121/download/ffdc/*.tgz –user immftp –password imm4tw. 



This command downloads the ffdc file to your local environment. 
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Troubleshooting by symptom 



Use the subsequent troubleshooting tables to find solutions to problems that have identifiable symptoms but do 



not necessarily produce a log entry or turn on an LED. 



If you cannot find a solution to the problem in these tables, see “Diagnosing the problem “ for  more information 



about testing the server and “Running the DSA Preboot diagnostic programs“ for additional information about 



running DSA Preboot programs that are stored in integrated USB memory on the server. For additional information 



to help you solve problems, see “Start here“. 



If you have just added new software or a new optional device and the server is not working, complete the 



following steps before you use the troubleshooting tables:  



1. Check the system-error LED on the operator information panel; if it is lit, check the light path diagnostics 



LEDs (see “Light path diagnostics“). 



2. Remove the software or device that you just added. 



3. Run Dynamic System Analysis (DSA) to determine whether the server is running correctly (for information 



about using DSA, see “Dynamic System Analysis“. 



4. Reinstall the new software or new device. 
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Connectivity problems 



If you determine the problem has to do with connectivity, use the information in the following table to solve the 



connectivity problem. 



Table 36. Symptoms and user actions for connectivity problems 



 Follow the suggested actions in the order in which they are listed in the Action column until the problem is 



solved. 



 See “Parts listing “ to determine which components are customer replaceable units (CRU) and which 



components are field replaceable units (FRU). 



 If an action step is preceded by (Trained service technician only), that step must be performed only by a 



trained service technician. 



Symptom Action 



The server cannot 



communicate with SAN. Make sure that: 



1. The SAN device is powered on and is functional. 



2. All cables between the I/O adapter and the SAN device are properly 



connected and secure, and that the activity LEDs are lit on the appropriate 



ports. 



3. See the documentation that comes with the I/O adapter for additional 



information about troubleshooting SAN connectivity or network connectivity 



issues. 



The server cannot connect to 



the data network (Ethernet). If the server is unable to connect to the data network during initial setup, 



complete the following steps: 



1. Make sure that: 



a. The I/O adapter is powered on and the ports are enabled. 



b. All cables between the I/O adapter and the network device (switch or 



router) are connected correctly and securely and that the activity LEDs 



are lit on the applicable ports. 



2. From the server operating system, verify the adapter's network settings (for 



example, IP address, subnet mask (if using IPv4), DHCP, and vLAN) to ensure 



that the settings match those of the network device (switch or router). See 



the documentation that comes with the operating system for information 



about checking network settings. 



3. Make sure that the proper device drivers are installed for the server network 



device. 



4. Check the support site for any firmware updates or information that might 



apply to this issue. You can view the release notes for a firmware update to 
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Table 36. Symptoms and user actions for connectivity problems 



 Follow the suggested actions in the order in which they are listed in the Action column until the problem is 



solved. 



 See “Parts listing “ to determine which components are customer replaceable units (CRU) and which 



components are field replaceable units (FRU). 



 If an action step is preceded by (Trained service technician only), that step must be performed only by a 



trained service technician. 



Symptom Action 



determine the issues that are addressed by the update. 



5. Complete the following steps: 



a. Force the link/duplex speed. 



b. Remove the I/O adapter and install an identical, working I/O adapter in 



the same I/O slot. 



c. If the problem is solved, replace the I/O adapter that you removed.  



d. If problem persists, contact the Unisys Client Support Center (CSC). 



If the server experiences a sudden loss of network connectivity, do the following: 



1. Check the operating system and IMM event log and take the appropriate 



action. 



The server cannot log into the 



IMM. 



1. Verify that the server has dc power. 



2. Make sure that you are using the correct log-in information. The fields are 



case sensitive. 



3. Check with the system administrator for the correct login parameters. If you 



can log-in to the IMM using those parameters, then do the following: 



a. If the IMM is proven accessible (by system administrator), verify the 



login information. 



b. If the IMM is not accessible by system administrator, reset the IMM to 



defaults through the Setup utility. 



c. Retry the login. If IMM is still not accessible, replace the standard I/O 



book. (See “Removing the standard I/O book“ and “Replacing the 



standard I/O book“.) 



The server cannot ping the 



IMM on the management 



network. 



1. Verify that the server has dc power. 



2. Make sure using the Setup utility that the server IMM has acquired an IP 



address.  



Note: If the IMM recently lost connection to the DCHP server, you must reset 



the IMM so that a new IP address can be acquired. 
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Table 36. Symptoms and user actions for connectivity problems 



 Follow the suggested actions in the order in which they are listed in the Action column until the problem is 



solved. 



 See “Parts listing “ to determine which components are customer replaceable units (CRU) and which 



components are field replaceable units (FRU). 



 If an action step is preceded by (Trained service technician only), that step must be performed only by a 



trained service technician. 



Symptom Action 



3. Check the Unisys support site for any firmware updates that might apply to 



this problem. Read the release notes for the firmware update to determine 



the issues that the update addresses. 



General problems 



For general problems, use the information in the following table to help solve them. 



Table 37. Symptoms and user actions for general problems 



 Follow the suggested actions in the order in which they are listed in the Action column until the problem is 



solved. 



 See “Parts listing “ to determine which components are customer replaceable units (CRU) and which 



components are field replaceable units (FRU). 



 If an action step is preceded by (Trained service technician only), that step must be performed only by a 



trained service technician. 



Symptom Action 



An LED is not working or a 



similar problem has occurred. 



If the part is a CRU, replace it. If the part is a FRU, the part must be replaced by a 



trained service technician (see “Removing and replacing components“ to 



determine whether the part is a CRU or a FRU). 
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Hard disk drive problems 



Use this information to solve hard disk drive problems. 



Table 38. Symptoms and user actions for hard disk drive problems 



 Follow the suggested actions in the order in which they are listed in the Action column until the problem is 



solved. 



 See “Parts listing “ to determine which components are customer replaceable units (CRU) and which 



components are field replaceable units (FRU). 



 If an action step is preceded by (Trained service technician only), that step must be performed only by a 



trained service technician. 



Symptom Action 



The server fails to recognize 



one drive. 



1. Verify that the drive is supported for this server. See the support site for a 



list of supported hard drives. 



2. Make sure that the drive is seated in the drive bay properly and that there is 



no physical damage to the drive connectors. 



3. Run the DSA SAS Fixed Disk or SAS Attached Disk diagnostic tests (see 



“Running the DSA Preboot diagnostic programs“), then do the following: 



a. If the drive fails the diagnostic test, replace the drive. 



b. If the drive passes the diagnostic tests but is still not recognized, 



complete the following steps: 



i. Replace the drive. 



ii. Replace the hard drive backplane. 



iii. Replace the standard I/O book (“Removing the standard I/O 



book“ and “Replacing the standard I/O book“). 



Not all drives are recognized by 



the DSA hard disk drive 



diagnostic test. 



1. Set up the RAID configuration before running the DSA diagnostics. 



2. Remove the drive that is indicated by DSA (see “Removing 2.5-inch and 1.8-



inch hot-swap drives“); then, run the hard disk drive diagnostic test again 



(see “Running the DSA Preboot diagnostic programs“). 



3. If the remaining drives are recognized, replace the drive that you removed 



with a new one. 



The server stops responding 



during the hard disk drive 



diagnostic test. 



1. Set up the RAID configuration before running the DSA diagnostics. 



2. Remove the hard disk drive that was being tested when the server stopped 



responding (see “Removing 2.5-inch and 1.8-inch hot-swap drives“), and run 



the diagnostic test again (see “Running the DSA Preboot diagnostic 



programs“).  



3. If the hard disk drive diagnostic test runs successfully, replace the drive that 



you removed with a new one (see “Replacing 2.5-inch and 1.8-inch hot-swap 



drives“). 
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Table 38. Symptoms and user actions for hard disk drive problems 



 Follow the suggested actions in the order in which they are listed in the Action column until the problem is 



solved. 



 See “Parts listing “ to determine which components are customer replaceable units (CRU) and which 



components are field replaceable units (FRU). 



 If an action step is preceded by (Trained service technician only), that step must be performed only by a 



trained service technician. 



Symptom Action 



A newly installed hard disk 



drive is not recognized. 



1. Set up the RAID configuration (see “Configuring RAID arrays“). 



2. Check the IMM event log for hard disk drive events and resolve the problem. 



3. If the LED is lit, remove the drive from the drive bay, wait 45 seconds, and 



reinsert the drive, making sure that the drive assembly connects to the hard 



disk drive backplane. 



4. Observe the associated green hard disk drive activity LED and the amber 



status LED:  



 If the green activity LED is flashing and the amber status LED is not lit, 



the drive is recognized by the controller and is working correctly. Run 



the DSA hard disk drive test to determine whether the drive is 



detected (see “Running the DSA Preboot diagnostic programs“). 



 If the green activity LED is flashing and the amber status LED is flashing 



slowly, the drive is recognized by the controller and is rebuilding. 



 If neither LED is lit or flashing, check the hard disk drive backplane (go 



to step “5“). 



 If the green activity LED is flashing and the amber status LED is lit, 



replace the drive. If the activity of the LEDs remains the same, go to 



step “5“. If the activity of the LEDs changes, return to step “1“. 



5. Make sure that there is a hard disk drive backplane is present to install the 



drive into. 



6. Make sure that the hard disk drive backplane is correctly seated. When it is 



correctly seated, the drive assemblies correctly connect to the backplane 



without bowing or causing movement of the backplane. 



7. Reseat the backplane power cable and repeat steps “1“ through “3“. 



8. Reseat the backplane signal cable and repeat steps “1“ through “3“. 



9. The backplane signal cable or the backplane is the potential problem:  



a. Replace the affected backplane signal cable. 



b. Replace the affected backplane. 



10. Run the DSA tests for the SAS/SATA adapter and hard disk drives (see 



“Running the DSA Preboot diagnostic programs“).  



 If the adapter passes the test but the drives are not recognized, 
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Table 38. Symptoms and user actions for hard disk drive problems 



 Follow the suggested actions in the order in which they are listed in the Action column until the problem is 



solved. 



 See “Parts listing “ to determine which components are customer replaceable units (CRU) and which 



components are field replaceable units (FRU). 



 If an action step is preceded by (Trained service technician only), that step must be performed only by a 



trained service technician. 



Symptom Action 



replace the backplane signal cable and run the tests again. 



 Replace the backplane. 



 If the adapter fails the test, disconnect the backplane signal cable from 



the adapter and run the tests again. 



 If the adapter fails the test, replace the adapter. 



11. See “Problem determination tips“ for more information. 



12. Check for additional information for related issues on the support site. 



13. If the problem persists, contact Unisys support. 



Multiple hard disk drives are 



not recognized or are offline. 



1. If the server was recently installed, moved, or serviced, make sure that the 



drives are seated correctly, the backplane cables are securely connected to 



the backplane and the storage book board, and the RAID adapter is 



configured correctly. 



2. Make sure that there is no physical damage to the drive connectors, 



backplanes or cables (make sure the cables are not pinched or damaged). 



3. Verify that the drives are supported for this server. See the support site for a 



list of supported hard drives. 



4. Check the IMM event log for any RAID hard disk drive events and resolve the 



problem. 



A replacement hard disk drive 



does not rebuild. 



1. If the server was recently installed, moved, or serviced, make sure that the 



drives are seated correctly; that the backplane cables are securely 



connected to the backplane and the system board; and that the RAID 



adapter is configured correctly. 



2. Make sure that the hard disk drive is recognized by the adapter (the green 



hard disk drive activity LED is flashing). If it is not recognized, see the 



symptom actions for "A newly installed hard disk drive is not recognized". 



3. Review the SAS/SATA RAID adapter documentation to determine the correct 



configuration parameters and settings. 



An amber hard disk drive status 



LED does not accurately 



represent the actual state of 



1. If the server was recently installed, moved, or serviced, make sure that the 



drives are seated correctly; that the backplane cables are securely 



connected to the backplane and the system board; and that the RAID 
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Table 38. Symptoms and user actions for hard disk drive problems 



 Follow the suggested actions in the order in which they are listed in the Action column until the problem is 



solved. 



 See “Parts listing “ to determine which components are customer replaceable units (CRU) and which 



components are field replaceable units (FRU). 



 If an action step is preceded by (Trained service technician only), that step must be performed only by a 



trained service technician. 



Symptom Action 



the associated drive. adapter is configured correctly. 



2. Complete the following steps:  



a. If the drives are not hot-swap drives, turn off the server. 



b. Reseat the hard disk drive. 



c. Turn on the server and observe the activity of the hard disk drive LEDs. 



3. Check that the appropriate firmware is installed to support the drive in 



question. 



4. Check for additional information related to this issue at the support site. 



5. If the problem persists, contact Unisys support. 
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Hypervisor problems 



Use this information to solve hypervisor problems. 



Table 39. Symptoms and user actions for hard disk drive problems 



 Follow the suggested actions in the order in which they are listed in the Action column until the problem is 



solved. 



 See “Parts listing “ to determine which components are customer replaceable units (CRU) and which 



components are field replaceable units (FRU). 



 If an action step is preceded by (Trained service technician only), that step must be performed only by a 



trained service technician. 



Symptom Action 



If an optional embedded 



hypervisor flash device is not 



listed in the expected boot 



order, does not appear in the 



list of boot devices, or a similar 



problem has occurred. 



1. Make sure that the optional embedded hypervisor flash device is 



selected on the boot manager (<F12> Select Boot Device) at startup. 



2. Make sure that the embedded hypervisor flash device is seated in the 



connector correctly (See “Removing a USB embedded hypervisor flash 



device” and “Replacing a USB embedded hypervisor flash device”).. 



3. See the documentation that comes with the optional embedded 



hypervisor flash device for setup and configuration information. 



4. Make sure that other software works on the server. 



Intermittent problems 



Use this information to solve server intermittent problems. 



Table 40. Symptoms and user actions for intermittent problems 



 Follow the suggested actions in the order in which they are listed in the Action column until the problem is 



solved. 



 See “Parts listing“ to determine which components are customer replaceable units (CRU) and which 



components are field replaceable units (FRU). 



 If an action step is preceded by (Trained service technician only), that step must be performed only by a 



trained service technician. 



Symptom Action 



Intermittent external device 



problems 



1. Make sure that the correct device drivers are installed. See the 



manufacturer's website for documentation. 



2. For a USB device, complete the following steps: 



a. Make sure that the device is configured correctly (see “Using the Setup 



utility“). 
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Table 40. Symptoms and user actions for intermittent problems 



 Follow the suggested actions in the order in which they are listed in the Action column until the problem is 



solved. 



 See “Parts listing“ to determine which components are customer replaceable units (CRU) and which 



components are field replaceable units (FRU). 



 If an action step is preceded by (Trained service technician only), that step must be performed only by a 



trained service technician. 



Symptom Action 



b. Connect the device to another port. If using a USB hub, remove the 



hub and connect the device directly to the server. Make sure that the 



device is configured correctly for the port (see “Using the Setup 



utility“).  



Intermittent KVM problems 1. For video, complete the following steps: 



a. Make sure that all cables and the console breakout cable are properly 



connected and secure. 



b. Make sure that the monitor is working properly by testing it on 



another server. 



c. Test the console breakout cable on a working server to ensure that it is 



operating properly. Replace the console breakout cable if it is 



defective. 



Keyboard, mouse, or pointing-device problems 



Use this information to solve keyboard, mouse, or pointing-device problems. 



Table 41. Symptoms and user actions for keyboard, mouse, or pointing-device problems 



 Follow the suggested actions in the order in which they are listed in the Action column until the problem is 



solved. 



 See “Parts listing“ to determine which components are customer replaceable units (CRU) and which 



components are field replaceable units (FRU). 



 If an action step is preceded by (Trained service technician only), that step must be performed only by a 



trained service technician. 



Symptom Action 



All or some keys on the 



keyboard do not work. 



1. Make sure that:  



 The keyboard cable is securely connected. 



 The server and the monitor are turned on. 
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Table 41. Symptoms and user actions for keyboard, mouse, or pointing-device problems 



 Follow the suggested actions in the order in which they are listed in the Action column until the problem is 



solved. 



 See “Parts listing“ to determine which components are customer replaceable units (CRU) and which 



components are field replaceable units (FRU). 



 If an action step is preceded by (Trained service technician only), that step must be performed only by a 



trained service technician. 



Symptom Action 



2. See the support site for compatibility information. 



3. If you are using a USB keyboard and it is connected to a USB hub, disconnect 



the keyboard from the hub and connect it directly to the server. 



4. If you are using a USB keyboard and it is connected to a USB hub, disconnect 



the keyboard from the hub and connect it directly to the server. If 



connected directly to the server, try another port. If the keyboard works, 



replace the USB hub. 



5. Replace the keyboard. 



The mouse or pointing device 



does not work. 



1. See the support site for compatibility information. 



2. Make sure that:  



 The mouse or pointing-device cable is securely connected to the 



server. 



 The mouse or pointing-device device drivers are installed correctly. 



 The server and the monitor are turned on. 



 The mouse option is enabled in the Setup utility (see “Starting the 



Setup utility“). 



3. If your mouse is connected to a USB hub, disconnect the mouse from the 



hub and connect it directly to the server. If it is connected to the server, try 



another port. If the mouse works, replace the USB hub. 



4. Replace the mouse or pointing device. 
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Memory problems 



Use this information to solve memory problems. 



Table 42. Symptoms and user actions for memory problems 



 Follow the suggested actions in the order in which they are listed in the Action column until the problem is 



solved. 



 See “Parts listing “ to determine which components are customer replaceable units (CRU) and which 



components are field replaceable units (FRU). 



 If an action step is preceded by (Trained service technician only), that step must be performed only by a 



trained service technician. 



Symptom Action 



The amount of system memory 



that is displayed is less than the 



amount of installed physical 



memory. 



Note: If you change memory, you must update the memory configuration in the 



Setup utility (see “Using the Setup utility“ for more information). For more 



information about installing DIMMs and DIMM population sequence, see 



“Installing a memory module“, “Independent memory mode“, “Lockstep memory 



mode“, “Memory mirroring“, and “Memory rank sparing“. 



1. If the server was recently installed, moved, or serviced, make sure that all 



DIMMs are seated correctly. 



2. If a new DIMM has been installed recently, verify that you have not received 



any configuration events in the event log. Otherwise, check the IMM event 



log. If any DIMM configuration events are listed, resolve the DIMM event 



problems first. 



3. Make sure that:  



 No error LEDs are lit on the operator information panel or on the 



compute book. 



 Memory mirroring does not account for the discrepancy (see 



“Memory mirroring“). 



 The memory modules are seated correctly (see “Removing a memory 



module“ and “Replacing a memory module“). 



 You have installed the correct type of memory (see “Installing a 



memory module“). 



 If you changed the memory, you updated the memory configuration in 



the Setup utility (see “Using the Setup utility“). 



 All banks of memory are enabled. The server might have automatically 



disabled a memory bank when it detected a problem, or a memory 



bank might have been manually disabled. 
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Table 42. Symptoms and user actions for memory problems 



 Follow the suggested actions in the order in which they are listed in the Action column until the problem is 



solved. 



 See “Parts listing “ to determine which components are customer replaceable units (CRU) and which 



components are field replaceable units (FRU). 



 If an action step is preceded by (Trained service technician only), that step must be performed only by a 



trained service technician. 



Symptom Action 



4. Check the POST event log:  



 If a DIMM was disabled by a systems-management interrupt (SMI), 



replace the DIMM. 



 If a DIMM was disabled by the user or by POST, run the Setup utility 



and enable the DIMM.  



5. Run memory diagnostics (see “Dynamic System Analysis“). If an error is 



detected, follow the steps to correct the error. 



6. Restart the server. 



Microprocessor problems 



Use this information to solve microprocessor problems. 



Table 43. Symptoms and user actions for microprocessor problems 



 Follow the suggested actions in the order in which they are listed in the Action column until the problem is 



solved. 



 See “Parts listing “ to determine which components are customer replaceable units (CRU) and which 



components are field replaceable units (FRU). 



 If an action step is preceded by (Trained service technician only), that step must be performed only by a 



trained service technician. 



Symptom Action 



The server goes directly to the 



POST event viewer when it is 



turned on. 



1. Check the IMM event log and resolve any errors that have occurred. 
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Monitor and video problems 



Use this information to solve monitor and video problems. 



Some monitors have their own self-tests. If you suspect a problem with your monitor, see the documentation that 



comes with the monitor for instructions for testing and adjusting the monitor. If you cannot diagnose the problem, 



call for service. 



Table 44. Symptoms and user actions for monitor and video problems 



 Follow the suggested actions in the order in which they are listed in the Action column until the problem is 



solved. 



 See “Parts listing“ to determine which components are customer replaceable units (CRU) and which 



components are field replaceable units (FRU). 



 If an action step is preceded by (Trained service technician only), that step must be performed only by a 



trained service technician. 



Symptom Action 



Monitor or video not available 



or displays blank/distorted 



images. 



1. Make sure that the monitor cables are firmly connected. 



2. If the server is attached to a KVM switch, bypass the KVM switch to 



eliminate it as a possible cause of the problem; connect the monitor cable to 



the correct connector on the rear of the server. If the video now works, 



replace the KVM switch. 



3. Replace the standard I/O book. 



The monitor works when you 



turn on the server, but the 



screen goes blank when you 



start some application 



programs. 



1. Make sure that:  



 The application program is not setting a display mode that is higher 



than the capability of the monitor. 



 You installed the necessary device drivers for the application. 



 The application requirements for the video are compatible with the 



video capabilities of the server. 



Wrong characters appear on 



the screen. 



1. Verify that the language and locality settings are correct for the keyboard 



and operating system. 



2. If the wrong language is displayed, update the server firmware to the latest 



level (see “Updating the firmware“) with the correct language.  



3. Reseat the monitor cable. 
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Network connectivity problems 



Use this information to solve network connectivity problems. 



Table 45. Symptoms and user actions for network connectivity problems 



 Follow the suggested actions in the order in which they are listed in the Action column until the problem is 



solved. 



 See “Parts listing “ to determine which components are customer replaceable units (CRU) and which 



components are field replaceable units (FRU). 



 If an action step is preceded by (Trained service technician only), that step must be performed only by a 



trained service technician. 



Symptom Action 



The server will not connect to 



the network. 



1. If the network adapter is newly installed, verify that it is supported by the 



server (see the support site). 



2. Verify the network adapter slot power state and configuration (see “Using 



the Setup utility“). 



3. Check to make sure that the server is properly connected to the network 



and that there is no damage to the network cables. 



4. Check the firmware device driver. 



5. Check the support site for related issues.. 



The server intermittently loses 



connection. 



1. Verify that the network router or switch is operating properly. 



2. Check to make sure that the server is properly connected to the network. 



3. Check the firmware device driver. 



4. Check the support site for related issues. 
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Observation problems 



Use this information to solve server problems that you observer that are not normal, such as noises. 



Table 46. Symptoms and user actions for problems that you observer that are not normal 



 Follow the suggested actions in the order in which they are listed in the Action column until the problem is 



solved. 



 See “Parts listing “ to determine which components are customer replaceable units (CRU) and which 



components are field replaceable units (FRU). 



 If an action step is preceded by (Trained service technician only), that step must be performed only by a 



trained service technician. 



Symptom Action 



Power supply - squealing, 



scratching, or grinding noise. 



1. If the server is running redundant power, pull and replace each power 



supply, one at a time, to determine which power supply is causing the noise. 



2. If a single power supply is identified as causing the problem, complete the 



following steps: 



a. Make sure that the power supply causing the noise does not have an 



obstruction (cable, cable label, and so on).  



b. Replace the power supply. 



3. If the noise cannot be associated with a single power supply, it might be 



coming from the cooling fans. 



Power supply - Jet or fast-



moving air noise. 



1. Check the IMM event log for events associated with thermals, cooling, and 



fans. 



Power supply - Clicking or 



rattling noise. 



1. If the server is running redundant power, pull and replace each power 



supply, one at a time, to determine which power supply is causing the noise.  



2. If a single power supply is identified as causing the problem, complete the 



following steps: 



a. Make sure that the power supply causing the noise does not have an 



obstruction (cable, cable label, and so on). 



b. Replace the power supply. 



3. If the noise cannot be associated with a single power supply, it may be 



coming from the cooling fans. 



Fans - Squealing, scratching, or 



grinding noise. 



1. This server has redundant hot-swap cooling. Remove and replace each fan 



assembly, one at a time, to determine which assembly is causing the noise. 



2. If a single fan assembly is identified as causing the problem, complete the 



following steps: 



a. Make sure that the fan assembly causing the noise does not have an 



obstruction (cable, cable label, and so on) touching the fan blades 
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Table 46. Symptoms and user actions for problems that you observer that are not normal 



 Follow the suggested actions in the order in which they are listed in the Action column until the problem is 



solved. 



 See “Parts listing “ to determine which components are customer replaceable units (CRU) and which 



components are field replaceable units (FRU). 



 If an action step is preceded by (Trained service technician only), that step must be performed only by a 



trained service technician. 



Symptom Action 



during operation. 



b. Replace the fan assembly. 



3. If the noise cannot be associated with a single fan assembly, it might be 



coming from the cooling fans in a power supply. 



Fans - Jet or fast moving air 



noise. 



1. Check the IMM event log for events associated with thermals, cooling, and 



fans. 



Fans - Clicking, or rattling noise. 1. This server has redundant hot-swap cooling. Remove and replace each fan 



assembly, one at a time, to determine which assembly is causing the noise. 



a. Make sure that the fan assembly causing the noise does not have an 



obstruction (cable, cable label, and so on) touching the fan blades 



during operation. 



b. Replace the fan assembly. 



2. If the noise cannot be associated with a single fan assembly, it might be 



coming from the cooling fans in a power supply. 



Visible physical damage; 



broken, damaged, or 



malfunctioning door, bezel, 



cover, or chassis part.  



1. If the part is a CRU, replace it. If the part is a FRU, the part must be replaced 



by a trained service technician (see “Parts listing“ to determine whether the 



part is a FRU or a CRU and “Removing and replacing components“.) 
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Optional-device problems 



Use this information to solve optional-device problems. 



Table 47. Symptoms and user actions for optional-device problems 



 Follow the suggested actions in the order in which they are listed in the Action column until the problem is 



solved. 



 See “Parts listing “ to determine which components are customer replaceable units (CRU) and which 



components are field replaceable units (FRU). 



 If an action step is preceded by (Trained service technician only), that step must be performed only by a 



trained service technician. 



Symptom Action 



An optional device that was just 



installed does not work. 



1. Check the IMM event log for any events associated with the device. 



2. Make sure that:  



 The device is installed in the correct port. 



 The device is designed for the server. (See the support site for 



compatibility information.)  



 You followed the installation instructions that came with the device 



and the device is installed correctly. 



 You have not loosened any other installed devices or cables. 



 You updated the configuration information in the Setup utility. 



Whenever memory or any other device is changed, you must update 



the configuration. 



3. Reseat the device that you just installed. 



4. Replace the device that you just installed. 



An optional device that worked 



previously does not work now.  



1. Check the IMM event log for any events associated with the device. 



2. Make sure that all of the cable connections for the device are secure.  



3. If the device comes with test instructions, use those instructions to test the 



device. 



4. If the failing device is a SCSI device, make sure that:  



 The cables for all external SCSI devices are connected correctly. 



 The last device in each SCSI chain, or the end of the SCSI cable, is 



terminated correctly. 



 Any external SCSI device is turned on. You must turn on an external 



SCSI device before you turn on the server. 



5. Reseat the failing device. 



6. Replace the failing device. 



PCIe adapters not 1. Check the IMM event log and resolve any errors related to the device. 
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Table 47. Symptoms and user actions for optional-device problems 



 Follow the suggested actions in the order in which they are listed in the Action column until the problem is 



solved. 



 See “Parts listing “ to determine which components are customer replaceable units (CRU) and which 



components are field replaceable units (FRU). 



 If an action step is preceded by (Trained service technician only), that step must be performed only by a 



trained service technician. 



Symptom Action 



recognized/functioning 1. Make sure that the adapter is on the server proven list for the Machine 



Type. (See the support site for compatibility information.) 



2. Make sure that you have the adapter installed in the correct slot. 



3. Make sure that the correct device drivers are installed on your 



operation system for the device. 



4. Resolve any resource conflicts if running legacy mode (UEFI). Check for 



service bulletins for help with this. 



5. Make sure that any adapter external connections are correct and not 



physically damaged. 



Power problems 



Use this information to solve power problems. 



Table 48. Symptoms and user actions for power problems 



 Follow the suggested actions in the order in which they are listed in the Action column until the problem is 



solved. 



 See “Parts listing “ to determine which components are customer replaceable units (CRU) and which 



components are field replaceable units (FRU). 



 If an action step is preceded by (Trained service technician only), that step must be performed only by a 



trained service technician. 



Symptom Action 



The server will not start when 



you press the power-on button.  



1. If the front information panel power-on button LED is on and blinking more 



than once per second, complete the following steps: 



a. Check the IMM event log to make sure that the power state matches 



the power-on button LED. 



b. Check to verify that the power supply ac power LED and dc power LED 



are on and lit green. If not, complete the following: 
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Table 48. Symptoms and user actions for power problems 



 Follow the suggested actions in the order in which they are listed in the Action column until the problem is 



solved. 



 See “Parts listing “ to determine which components are customer replaceable units (CRU) and which 



components are field replaceable units (FRU). 



 If an action step is preceded by (Trained service technician only), that step must be performed only by a 



trained service technician. 



Symptom Action 



i. Remove the ac power input to the server for 20 seconds and 



power-on the server again. 



ii. If ac power LED is on and lit green on the power supply, and the 



dc power LED is off, no fault LEDs are on, and if the server has 



been recently serviced or moved, reseat the standard I/O book. 



2. If the front information panel power-on button LED is on and blinking 



approximately once per second, complete the following steps: 



a. Check the IMM event log for any power faults and to ensure that the 



power state matches the power LED. If not, complete the following 



step: 



i. Check the power supply LEDs and address any power fault 



issues. 



b. Press the power-on button to attempt to restore power. 



c. Attempt to restore power remotely. 



i. If this action restores power to the server, replace the front 



operator panel. 



d. Remove ac power input to the server for 20 seconds and power-on the 



server again. 



3. If the front information panel power-on button LED is off, complete the 



following steps: 



a. Verify that ac power input is present by checking the ac power LEDs 



located on each power supply. 



b. Verify that the power supplies are producing dc power input by 



checking the dc power LEDs on each power supply. 



c. If the server has been recently serviced or moved, check that the 



standard I/O book is seated properly. 



The server does not turn off 1. The server will not power-off using the operating system or the power-on 



button, complete the following steps: 



a. Determine whether you are using an Advanced Configuration and 



Power Interface (ACPI) or a non-ACPI operating system. If you are 



using a non- ACPI operating system, complete the following steps: 
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Table 48. Symptoms and user actions for power problems 



 Follow the suggested actions in the order in which they are listed in the Action column until the problem is 



solved. 



 See “Parts listing “ to determine which components are customer replaceable units (CRU) and which 



components are field replaceable units (FRU). 



 If an action step is preceded by (Trained service technician only), that step must be performed only by a 



trained service technician. 



Symptom Action 



i. Press Ctrl+Alt+Delete. 



ii. Turn off the server by pressing the power-on button and holding 



it down for 5 seconds. 



iii. Restart the server. 



iv. If the server fails POST and the power-on button does not work, 



disconnect the ac power cord for 20 seconds; then, reconnect 



the ac power cord and restart the server. 



b. If the problem remains or if you are using an ACPI-aware operating 



system, replace the standard I/O book. 



The server unexpectedly shuts 



down, and the LEDs on the 



operator information panel are 



not lit. 



1. Check the IMM event log for errors and resolve any errors associated with 



the device. 



2. Check the LCD display panel for other error information. 



3. If the problem remains, see “Solving undetermined problems“. 





file:///C:/IBMrebrand/8230%206986-000/nn1fc_r_pdch4partslisting.html%23nn1fc_r_pdch4partslisting


file:///C:/IBMrebrand/8230%206986-000/nn1en_t_pdch3solveundeterminedprobs.html%23nn1en_t_pdch3solveundeterminedprobs








Installation and Service Guide 



232 
8230 6986-000 



Serial-device problems 



Use this information to solve serial-device problems. 



Table 49. Symptoms and user actions for serial-device problems 



 Follow the suggested actions in the order in which they are listed in the Action column until the 



problem is solved. 



 See “Parts listing “ to determine which components are customer replaceable units (CRU) and which 



components are field replaceable units (FRU). 



 If an action step is preceded by (Trained service technician only), that step must be performed only by a 



trained service technician. 



Symptom Action 



The operating system cannot 



identify the serial port. 



1. Make sure that:  



 Each port is assigned a unique address in the Setup utility and none of 



the serial ports is disabled. 



 Replace the I/O book. 



A serial device does not work. 1. Make sure that:  



 The device is compatible with the server.  



 The serial port is enabled and is assigned a unique address. 



 The device is connected to the correct connector. 



2. Reseat the following components:  



a. Failing serial device 



b. Serial cable 



3. Replace the components listed in step 2 one at a time, in the order shown, 



restarting the server each time. 



4. Replace the standard I/O book. 
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Server startup problems 



Use this information to solve problems with booting your server after POST. 



Table 50. Symptoms and user actions for server startup problems 



 Follow the suggested actions in the order in which they are listed in the Action column until the problem is 



solved. 



 See “Parts listing“ to determine which components are customer replaceable units (CRU) and which 



components are field replaceable units (FRU). 



 If an action step is preceded by (Trained service technician), that step must be performed only by a trained 



service technician. 



Symptom Action 



Server hangs during boot. Look for the UEFI/Post code on the server LCD display panel and contact Unisys 



support and provide this number for further assistance. 



The server resets (restarts) 



unexpectedly. 



1. Check the IMM event log for messages associated with the restart event and 



resolve the issue. Some correctable errors require that the server reboots so 



that it can disable a device, such as a memory DIMM or a microprocessor to 



allow the machine to boot up properly. 



2. If the server restart occurs during POST, and the POST watchdog timer is 



enabled (select System Settings --> Recovery --> System Recovery --> 



POST Watchdog Timer in the Setup utility (see “Starting the Setup utility“ 



to see the POST watchdog setting). Make sure that sufficient time is allowed 



in the watchdog timeout value (POST Watchdog Timer). If the server 



continues to reset during POST, refer to ES7000 Model 7600R G4 Error 



Messages, Volume 3: UEFI/POST Error Messages (8232 0491) and Volume1: 



DSA Diagnostic Test Error Messages (8230 6994). 



3. If the server restart occurs after the operating system starts, disable any 



automatic server restart (ASR) utilities, such as the Automatic Server Restart 



IPMI Application for Windows, or any ASR devices that are installed. 



Note: ASR utilities operate as operating-system utilities and are related to 



the IPMI device driver. If the reset continues to occur after the operating 



system starts, the problem might be with the operating system; see 



“Software problems“. 
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Software problems 



Use this information to solve software problems. 



Table 51. Symptoms and user actions for software problems 



 Follow the suggested actions in the order in which they are listed in the Action column until the problem is 



solved. 



 See “Parts listing“ to determine which components are customer replaceable units (CRU) and which 



components are field replaceable units (FRU). 



 If an action step is preceded by (Trained service technician only), that step must be performed only by a 



trained service technician. 



Symptom Action 



You suspect a software 



problem. 



1. To determine if a software problem exists, verify the following: 



a. If a new hardware, software, firmware or device driver has been 



installed or updated, verify that it is supported on the server. (See the 



support site for compatibility information.) 



2. If you received any error messages when using the software, see the 



information that comes with the software for a description of the messages 



and suggested solutions to the problem. 



3. Check the operating system logs for any events related to your software and 



attempt to resolve them. 



4. Contact your software provider for additional problem resolution. 



5. Contact the software vendor. 
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Universal Serial Bus (USB) port problems 



Use this information to solve Universal Serial Bus (USB) port problems. 



Table 52. Symptoms and user actions for USB port problems 



 Follow the suggested actions in the order in which they are listed in the Action column until the problem is 



solved. 



 See “Parts listing “ to determine which components are customer replaceable units (CRU) and which 



components are field replaceable units (FRU). 



 If an action step is preceded by (Trained service technician only), that step must be performed only by a 



trained service technician. 



Symptom Action 



A USB device does not work. 1. Use the Setup utility to make sure that the device is configured correctly 



(see “Using the Setup utility“). 



2. Make sure that the correct drivers are installed on the server. See the 



production documentation for the USB device or the manufacturer’s website 



for information about the device drivers. 



3. If the USB device is connected into the hub or the console breakout cable, 



unplug the device and connect it into the USB port on the front of the 



server. 



Video problems 



Use this information to solve video problems. See “Monitor and video problems“. 



Solving power problems 



Power problems can be difficult to solve. For example, a short circuit can exist anywhere on any of the power 



distribution buses. Usually, a short circuit will cause the power subsystem to shut down because of an overcurrent 



condition. To diagnose a power problem, use the following general procedure: 



1. Check the IMM event log and resolve any errors related to the power (see “Power problems“). 



2. Check for short circuits (for example, if a loose screw is causing a short circuit on a circuit board). 



3. Remove the adapters and disconnect the cables and power cords to all internal and external devices until the 



server is at the minimum configuration that is required for the server to start (see “Solving undetermined 



problems“ for the minimum configuration). 



4. Reconnect all ac power cords and turn on the server. If the server starts successfully, reseat the adapters and 



devices one at a time until the problem is isolated.  
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If the server does not start from the minimum configuration, see “Power-supply LEDs“ to replace the components 



in the minimum configuration one at a time until the problem is isolated. 



Solving Ethernet controller problems 



The method that you use to test the Ethernet controller depends on which operating system you are using. See the 



operating-system documentation for information about Ethernet controllers, and see the Ethernet controller 



device-driver readme file. 



Try the following procedures:  



 Make sure that the correct device drivers, which come with the server are installed and that they are at the 



latest level. 



 Make sure that the Ethernet cable is installed correctly.  



 The cable must be securely attached at all connections. If the cable is attached but the problem 



remains, try a different cable. 



 If you set the Ethernet controller to operate at 100 Mbps or 1000Mbps, you must use Category 5 



cabling. 



 Determine whether the hub supports auto-negotiation. If it does not, try configuring the integrated Ethernet 



controller manually to match the speed and duplex mode of the hub. 



 Check the Ethernet controller LEDs on the rear panel of the server. These LEDs indicate if there is a problem 



with the connector, cable, or hub.  



 The Ethernet link status LED is lit when the Ethernet controller receives a link pulse from the hub. If the 



LED is off, there might be a defective connector or cable or a problem with the hub. 



 The Ethernet transmit/receive activity LED is lit when the Ethernet controller sends or receives data 



over the Ethernet network. If the Ethernet transmit/receive activity is off, make sure that the hub and 



network are operating and that the correct device drivers are installed. 



 Check the LAN activity LED on the rear of the server. The LAN activity LED is lit when data is active on the 



Ethernet network. If the LAN activity LED is off, make sure that the hub and network are operating and that 



the correct device drivers are installed. 



 Check for operating-system-specific causes of the problem, and also make sure that the operating system 



drivers are installed correctly. 



 Make sure that the device drivers on the client and server are using the same protocol. 



If the Ethernet controller still cannot connect to the network but the hardware appears to be working, the network 



administrator must investigate other possible causes of the error.  



Solving undetermined problems 



If Dynamic System Analysis (DSA) did not diagnose the failure or if the server is inoperative, use the information in 



this section.  
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If you suspect that a software problem is causing failures (continuous or intermittent), see “Software problems“. 



Corrupted UEFI firmware can cause undetermined problems. If you suspect that the UEFI firmware is corrupted, 



see “Recovering from a UEFI update failure or UEFI image corruption“. 



If the power supplies are working correctly, complete the following steps:  



1. Turn off the server. 



2. Make sure that the server is cabled correctly. 



3. Remove or disconnect the following devices, one at a time, until you find the failure. Turn on the server and 



reconfigure it each time.  



 Any external devices. 



 Surge-suppressor device (on the server). 



 Printer, mouse, and other peripheral devices. 



 Each adapter. 



 Hard disk drives. 



 Memory modules. The minimum configuration requirement is one DIMM in each DDR3 compute book. 



4. Turn on the server.  



If the problem is solved when you remove an adapter from the server, but the problem recurs when you reinstall 



the same adapter, suspect the adapter. If the problem recurs when you replace the adapter with a different one, 



try a different PCIe slot. 



If you suspect a networking problem and the server passes all the system tests, suspect a network cabling problem 



that is external to the server. 



Problem determination tips 



Because of the variety of hardware and software combinations that you can encounter, use the following 



information to assist you in problem determination. 
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The model number and machine type are located on the ID label on the front of the server as shown in the 



following illustration. 



Note: The illustrations in this document might differ slightly from your hardware. 



 



 Machine type and model 



 Microprocessor or hard disk drive upgrades 



 Failure symptom  



 Does the server fail the Dynamic System Analysis diagnostic tests? 



 What occurs? When? Where? 



 Does the failure occur on a single server or on multiple servers? 



 Is the failure repeatable? 



 Has this configuration ever worked? 



 What changes, if any, were made before the configuration failed? 



 Is this the original reported failure? 



 Diagnostic program type and version level  



 Hardware configuration (print screen of the system summary) 



 UEFI firmware level 



 IMM firmware level 



 Operating-system software  



You can solve some problems by comparing the configuration and software setups between working and 



nonworking servers. When you compare servers to each other for diagnostic purposes, consider them identical 



only if all the following factors are exactly the same in all the servers: 



 Machine type and model 



 UEFI firmware level 



 IMM firmware level 
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 Adapters and attachments, in the same locations 



 Address jumpers, terminators, and cabling 



 Software versions and levels 



 Diagnostic program type and version level 



 Setup utility settings 



 Operating-system control-file setup 



See “Appendix A: Services and Support “ for information about Unisys service. 



Recovering from a UEFI update failure or UEFI image 
corruption 



Important: Some cluster solutions require specific code levels or coordinated code updates. If the device is part of 



a cluster solution, verify that the latest level of code is supported for the cluster solution before you update the 



code. 



If the server firmware has become corrupted, such as from a power failure during an update, you can recover the 



server firmware in either of two ways:  



 In-band method: Recover the server firmware, using either the SW1 switch block (Automated Boot 



Recovery) and a server Firmware Update Package Service Pack. 



 Out-of-band method: Use the IMM web interface to update the firmware, using the latest server firmware 



update package. 



Note: You can obtain a server update package from one of the following sources:  



 Download the server firmware update from the support site. 



 Contact your Unisys service representative. 



Attention: Installing the wrong firmware or device-driver update might cause the server to malfunction. Before 



you install a firmware or device-driver update, read any readme and other files that are provided with the 



downloaded update. These files contain important information about the update and the procedure for installing 



the update, including any special procedure for updating from an early firmware or device-driver version to the 



latest version. 



The flash memory of the server consists of a primary bank and a backup bank. You must maintain a bootable UEFI 



firmware image in the backup bank. If the server firmware in the primary bank becomes corrupted, you can either 



manually change the position of switch 7 on the SW1 switch block to ON (see “Starting the backup server 



firmware“ for more information), or in the case of image corruption, this will occur automatically with the 



Automated Boot Recovery function. 





file:///C:/IBMrebrand/8230%206986-000/kh9_r_getting_help_and_technical_assistance.html


http://www.support.unisys.com/


file:///C:/IBMrebrand/8230%206986-000/nn1em_t_ugch3startbackupserverfirmware.html


file:///C:/IBMrebrand/8230%206986-000/nn1em_t_ugch3startbackupserverfirmware.html








Installation and Service Guide 



240 
8230 6986-000 



In-band manual recovery method 



To recover the server firmware and restore the server operation to the primary bank, complete the following 



steps: 



1. Turn off the server, and disconnect all power cords and external cables. 



2. Locate the SW1 switch block on the standard I/O book.  



 



3. Change the position of switch 7 on the SW1 switch block to ON to enable the UEFI recovery mode. 



4. Reconnect all power cords. 



5. Restart the server. The power-on self-test (POST) starts. 



6. Boot the server to an operating system that is supported by the UEFI package that you downloaded. 



7. Perform the firmware update by following the instructions that are in the firmware update package readme 



file. 



8. Copy the downloaded firmware update package into a directory. 



9. From a command line, type filename-s, where filename is the name of the executable file that you 



downloaded with the firmware update package. 



10. Turn off the server and disconnect all power cords and external cables. 



11. Change the position of switch 7 back to OFF (the default). 



12. Reconnect all the power cables. 



13. Restart the server. 
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In-band automated boot recovery method 



Note: Use this method if the standard I/O book board LED is lit and there is a log entry or Booting Backup Image is 



displayed on the firmware splash screen; otherwise, use the in-band manual recovery method. 



1. Boot the server to an operating system that is supported by the firmware update package that you 



downloaded. 



2. Perform the firmware update by following the instructions that are in the firmware update package readme 



file. 



3. Restart the server. 



4. At the firmware splash screen, press F3 when prompted to restore to the primary bank. The server boots 



from the primary bank. 



Out-of-band method: See the IMM2 documentation (Integrated Management Module II User's Guide 8230 6978) 



on the support site. 



Automated boot recovery (ABR) 



If the server is booting up and the IMM detects problems with the server firmware in the primary bank, it will 



automatically switch to the backup firmware bank and give you the opportunity to recover the primary bank. To 



recover to the server firmware primary bank, complete the following steps. 



1. Restart the server. 



2. When the prompt press F3 to restore to primary is displayed, press F3 to recover the primary bank. Pressing 



F3 will restart the server. 



Nx boot failure 



This topic provides information about how to set the Nx boot failure feature to set the number of attempts to 



automatically restart the server after a POST failure. 



Configuration changes, such as added devices or adapter firmware updates, and firmware or application code 



problems can cause the server to fail POST (power-on self-test). If this occurs, the server responds in either of the 



following ways: 



 The server restarts automatically and attempts POST again. 



 The server hangs, and you must manually restart the server for the server to attempt POST again. 



After a specified number of consecutive attempts (automatic or manual), the Nx boot failure feature causes the 



server to revert to the default UEFI configuration and start the Setup utility so that you can make the necessary 



corrections to the configuration and restart the server. If the server is unable to successfully complete POST with 



the default configuration, there might be a problem with the system board. 





http://www.support.unisys.com/
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To specify the number of consecutive restart attempts in the Setup utility that will trigger the Nx boot failure 



feature, complete the following steps. The available values are 3, 6, 9, and 255 (disable Nx boot failure). 



1. From the Setup utility main menu, select System Settings. 



2. Next select Recovery. 



3. Select POST Attempts; then, select POST Attempts Limit. 



4. Modify the configuration settings and select Save Settings; then, exit Setup. 
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8 Parts listing 



The following replaceable components are available for the ES7000 7600R G4 server except as specified otherwise 



in “Replaceable server components“. 



Replaceable server components 



Replaceable components consist of structural parts, customer replaceable units (CRUs), and field replaceable units 



(FRUs): 



 Structural parts: Purchase and replacement of structural parts (components, such as chassis assembly, top 



cover, and bezel) are your responsibility  



 Customer replaceable unit (CRU): Replacement of CRUs is your responsibility. If Unisys installs a CRU at your 



request with no service agreement, you will be charged for the installation. 



 Field replaceable unit (FRU): FRUs must be installed only by trained service technicians. 



The following illustration shows the major components in the server. The illustrations in this document might differ 



slightly from your hardware. For a list of consumable parts, see “Consumable parts“. 



Note: All of the components are interchangeable between the 4-socket and the 8-socket server, except the chassis, 



midplane, shuttle, and some microprocessors. 



The following is an illustration of the components in the front of the server. 
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The following is an illustration of the components in the rear of the server: 
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The following is an illustration of the 8-socket chassis, midplane, and shuttle: 



 



Attention: Do not install the NVIDIA Grid K1 and K2, the NVIDIA Tesla K20 and K40, and the NVIDIA Quadro K4000 



and K6000 adapter options in systems containing 1TB of system memory or more. If these options are installed in 



systems with 1TB of memory or more, it might cause undetected data corruption and system instability. These 



options are only supported in systems containing less than 1TB of memory. This limitation applies to both the 4-



socket (4U) and the 8-socket (8U) configurations. For more information, see the support site.  





http://www.support.unisys.com/
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The following table lists the part numbers for the server replaceable components. 



Table 53. Parts listing 



Index Description CRU part 



number 



FRU part 



number 



1 Shuttle , 4-socket for 4U (included in part number 95Y4386)     



2 ServeRAID M5210 SAS/SATA Controller 46C9111   



2 ServeRAID M5120 SAS/SATA Controller 00AE811   



3 Board, storage I/O book, assembly   00D0055 



4 Filler, compute book 95Y4378   



5 Compute book, DDR3    00D0050 



6 Fan, front hot-swap  95Y4376   



7 Storage book (with power cable, rear air duct, and supercap/flash power 



module brackets) 



   95Y4380 



8 Front I/O panel, assembly (USB/video and front air duct) 95Y4382   



9 Hard disk drive, 2.5-inch, SAS Gen3 hot-swap, 900 GB 10K, 6 Gbps 00AJ072   



9 Hard disk drive, 2.5-inch, SAS Gen3 hot-swap, 300 GB 15K, 6 Gbps 00AJ082   



9 Hard disk drive, 2.5-inch, SAS Gen3 NL hot-swap, 1 TB 7.2K, 6 Gbps  00AJ087   



9 Hard disk drive, 2.5-inch, SAS Gen3 hot-swap, 600 GB 10K, 6 Gbps 00AJ092   



9 Hard disk drive, 2.5-inch, SAS Gen3 hot-swap, 300 GB 10K, 6 Gbps  00AJ097   



9 Hard disk drive, 2.5-inch, SAS Gen3 hot-swap, 146 GB 15K, 6 Gbps 00AJ112   



9 Hard disk drive, 2.5-inch, SAS Gen3 NL hot-swap, 500 GB 7.2K, 6 Gbps  00AJ122   



9 Hard disk drive, 2.5-inch, SAS Gen3 NL hot-swap, 250 GB 7.2K, 6 Gbps 00AJ132   



9 Hard disk drive, 2.5-inch, SAS Gen3 NL hot-swap, 500 GB 7.2K, 6 Gbps 00AJ137   



9 Hard disk drive, 2.5-inch, SATA Gen3 NL hot-swap, 1 TB 7.2K, 6 Gbps 00AJ142   



9 Hard disk drive, 2.5-inch, SAS Gen3 hot-swap, 1.2 TB 10K, 6 Gbps 00AJ147   
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Table 53. Parts listing 



Index Description CRU part 



number 



FRU part 



number 



9 Hard disk drive, 2.5-inch, SAS Gen3 hot-swap, 600 GB 15K, 6Gbps (for 



x3950 X6 8U ) 



00AJ127   



  Self-encrypting drive (SED), 2.5-inch, SAS Gen3 hot-swap, 900 GB 10K, 6 



Gbps 



00AJ077   



  Self-encrypting drive (SED), 2.5-inch, SAS Gen3 hot-swap, 600 GB 10K, 6 



Gbps 



00AJ102   



  Self-encrypting drive (SED), 2.5-inch, SAS Gen3 hot-swap, 300 GB 10K, 6 



Gbps 



00AJ107   



  Self-encrypting drive (SED), 2.5-inch, SAS Gen3 hot-swap, 146 GB 15K, 6 



Gbps 



00AJ117   



  Self-encrypting drive (SED), 2.5-inch, SAS Gen3 hot-swap, 1.2 TB 10K, 6 



Gbps 



00AJ152   



  Solid state drive, S3700 Enterprise, 2.5-inch, SATA Gen3 MLC hot-swap, 



200 GB 



00AJ157   



  Solid state drive, S3700 Enterprise, 2.5-inch, SATA Gen3 MLC hot-swap, 



400 GB 



00AJ162   



  Solid state drive, S3700 Enterprise, 2.5-inch, SATA Gen3 MLC hot-swap, 



800 GB 



00AJ167   



  Solid state drive, Enterprise 2.5-inch, SAS Gen3 MLC hot-swap, 200 GB 00AJ208   



  Solid state drive, Enterprise 2.5-inch, SAS Gen3 MLC hot-swap, 400 GB 00AJ213   



  Solid state drive, Enterprise 2.5-inch, SAS Gen3 MLC hot-swap, 800 GB 00AJ218   



  Solid state drive, Enterprise 2.5-inch, SAS Gen3 MLC hot-swap, 1.6 TB 00AJ223   



  Solid state drive, Enterprise Value 2.5-inch, SATA Gen3 MLC hot-swap, 



120 GB) 



00AJ396   



  Solid state drive, Enterprise Value 2.5-inch, SATA Gen3 MLC hot-swap, 



240 GB  



00AJ401   
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Table 53. Parts listing 



Index Description CRU part 



number 



FRU part 



number 



  Solid state drive, Enterprise Value 2.5-inch, SATA Gen3 MLC hot-swap, 



480 GB  



00AJ406   



  Solid state drive, Enterprise Value 2.5-inch, SATA Gen3 MLC hot-swap, 



800 GB  



00AJ411   



  Solid state drive, S3500 Enterprise Value SSD, 1.8-inch, SATA MLC, 800 GB  00AJ456   



  Solid state drive, S3700 Enterprise, 1.8-inch, SATA Gen3 MLC hot-swap, 



200 GB 



41Y8367   



  Solid state drive, S3700 Enterprise, 1.8-inch, SATA Gen3 MLC hot-swap, 



400 GB 



41Y8372   



  Solid state drive, Enterprise Value 1.8-inch, SATA MLC 120 GB (for 8U) 00AJ336   



  Solid state drive, Enterprise Value 1.8-inch, SATA MLC 240 GB (for 8U) 00AJ341   



  Solid state drive, Enterprise Value 1.8-inch, SATA MLC 480 GB (for 8U) 00AJ346   



  Solid state drive, Enterprise Value 1.8-inch, SATA MLC 800 GB (for 8U) 00AJ351   



10 Drive filler, 2.5-inch hard disk (included in part number 95Y4383)     



11 Backplane, 4x2.5-inch hot-swap, 12Gb , SAS/SATA HDD/SSD  00JY036   



12 Backplane, 8x1.8-inch hot-swap, 12Gb, SAS/SATA HDD/SSD 47C9941   



13 Backplane filler, 8x1.8-inch drive (included in part number 95Y4383)     



14 Chassis and shuttle (4U assembly)   95Y4386 



15 Midplane, (for 4U chassis)   00D0051 



16 Fan, rear hot-swap 95Y4377   



17 I/O book Standard (with fan cable and air duct) 00FN707   



18 I/O book Half-Length (models A4X, H1X) 00D0053   



19 I/O book Full-Length (with brackets and two supplemental power cables) 00D0054   











Installation and Service Guide 



249 
8230 6986-000 



Table 53. Parts listing 



Index Description CRU part 



number 



FRU part 



number 



20 filler, I/O book 95Y4379   



21 Power supply spacer (for 900W and 750W power supplies) (included in 



part number 95Y4383) 



    



22 Power supply, 900-Watt, Emerson 94Y8118   



22 Power supply, 900-Watt, Delta 94Y8120   



23 Power supply filler (included in part number 95Y4383)     



24 Power supply, 1400-Watt, Emerson (This part is interchangeable with 



part number 69Y5956) 



69Y5954   



24 Power supply, 1400-Watt, Delta (This part is interchangeable with part 



number 69Y5954) 



69Y5956   



  Power supply, 750-Watt -48 V DC   69Y5742 



  Air baffle and ducts kit 95Y4385   



  Cable, Auxiliary 00FN567   



  Cable, internal SAS 00FN501   



  Cables, front operator panel (included in part number 00D0333)     



  Cable management arm kit 95Y4390   



  Chassis handles kit 95Y4384   



  EIA trim bezel kit 95Y4391   



  Fillers kit (for power supplies bays and hard disk drive bays) 95Y4383   



  Front operator panel assembly (include bracket, lightpipe assembly)    00D0333 



  Handles, cam (front) 00FN594   



  Handles, cam (rear)  00FN595   



  Labels, 4U 00FN503   
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Table 53. Parts listing 



Index Description CRU part 



number 



FRU part 



number 



  LCD display panel    00D0464 



  Memory, 4 GB (2Gb, 1Rx4, 1.35 V), PC3-12800 DDR3 ECC 1600 MHz LP 



RDIMM 



00D5026   



  Memory, 8 GB (4Gb, 1Rx4, l.35 V), PC3-12800 DDR3 ECC 1600 MHz LP 



RDIMM 



00D5038   



  Memory, 16 GB (4Gb, 2Rx4, 1.35 V), PC3-12800 DDR3 ECC 1600 MHz LP 



RDIMM 



46W0674   



  Memory, 32 GB (4Gb, 4Rx4, 1.35 V), PC3-12800 DDR3 ECC 1600 MHz LP 



LR-DIMM 



46W0678   



  Memory, 64 GB (4Gb, 8Rx4, 1.35 V), PC3-10600 DDR3 ECC 1333 MHz LP 



LR-DIMM 



46W0743   



  Storage DIMM, eXFlash 200 GB DDR3 00FE001   



  Storage DIMM, eXFlash 400 GB DDR3 00FE006   



  Heatsink assembly   95Y4388 



  Microprocessor, 1.9 GHz, 12 MB, 105W, 6C, E7-4809 v2   44X3963 



  Microprocessor, 2.0 GHz, 16 MB, 105W, 8C, E7-4820 v2   44X3968 



  Microprocessor, 2.2 GHz, 20 MB, 105W, 10C, E7-4830 v2   44X3973 



  Microprocessor, 2.3 GHz, 24 MB, 105W, 12C, E7-4850 v2   44X3978 



  Microprocessor, 2.6 GHz, 30 MB, 130W, 12C, E7-4860 v2   44X3983 



  Microprocessor, 2.3 GHz, 30 MB, 130W, 15C, E7-4870 v2   44X3988 



  Microprocessor, 2.5 GHz, 37.5 MB, 130W, 15C, E7-4880 v2   44X3993 



  Microprocessor, 2.8 GHz, 37.5 MB, 155W, 15C, E7-4890 v2   44X3998 



  Microprocessor, 2.3 GHz, 24 MB, 105W, 12C, E7-8850 v2   44X4003 
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Table 53. Parts listing 



Index Description CRU part 



number 



FRU part 



number 



  Microprocessor, 3.0 GHz, 30 MB, 130W, 12C, E7-8857 v2   44X4033 



  Microprocessor, 2.3 GHz, 30 MB, 130W, 15C, E7-8870 v2   44X4013 



  Microprocessor, 2.5 GHz, 37.5 MB, 130W, 15C, E7-8880 v2   44X4018 



  Microprocessor, 2.2 GHz, 37.5 MB, 105W, 15C, E7-8880L v2   44X4038 



  Microprocessor, 2.8 GHz, 37.5 MB, 155W, 15C, E7-8890 v2   44X4023 



  Microprocessor, 3.2 GHz, 37.5 MB, 155W, 10C, E7-8891 v2   44X4028 



  Microprocessor, 3.4 GHz, 37.5 MB, 155W, 6C, E7-8893 v2   44X4008 



  Microprocessor installation tool, (for E7-x8xx v2 series)   94Y9971 



  Midplane 8-socket for 8U   00D0056 



  N2125 SAS/SATA Host Bus Adapter  46C9011   



  N2215 SAS/SATA Host Bus Adapter  47C8676   



  Intel Xeon Phi 3120A PCI Express x16 Adapter 90Y2403   



  NVIDIA Grid K1 PCI Express x16 Adapter  



Note: Do not install this adapter in systems containing 1TB of system 



memory or more. If this option is installed in systems with 1TB of memory 



or more, it might cause undetected data corruption and system 



instability. This option is only supported in systems containing less than 



1TB of memory. This limitation applies to both the 4-socket (4U) and the 



8-socket (8U) configurations. For more information, see the support site. 



90Y2355   



  NVIDIA Grid K2 Actively Cooled PCI Express x16 Adapter  



Note: Do not install this adapter in systems containing 1TB of system 



memory or more. If this option is installed in systems with 1TB of memory 



or more, it might cause undetected data corruption and system 



instability. This option is only supported in systems containing less than 



1TB of memory. This limitation applies to both the 4-socket (4U) and the 



8-socket (8U) configurations. For more information, see the support site. 



90Y2395   





http://www.support.unisys.com/
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Table 53. Parts listing 



Index Description CRU part 



number 



FRU part 



number 



  NVIDIA Quadro K4000 PCI Express x16 Adapter  



Note: Do not install this adapter in systems containing 1TB of system 



memory or more. If this option is installed in systems with 1TB of memory 



or more, it might cause undetected data corruption and system 



instability. This option is only supported in systems containing less than 



1TB of memory. This limitation applies to both the 4-socket (4U) and the 



8-socket (8U) configurations. For more information, see the support site. 



90Y2375   



  NVIDIA Quadro K6000 PCI Express x16 Adapter  



Note: Do not install this adapter in systems containing 1TB of system 



memory or more. If this option is installed in systems with 1TB of memory 



or more, it might cause undetected data corruption and system 



instability. This option is only supported in systems containing less than 



1TB of memory. This limitation applies to both the 4-socket (4U) and the 



8-socket (8U) configurations. For more information, see the support site. 



90Y2371   



  NVIDIA Tesla K20 Actively Cooled PCI Express x16 Adapter  



Note: Do not install this adapter in systems containing 1TB of system 



memory or more. If this option is installed in systems with 1TB of memory 



or more, it might cause undetected data corruption and system 



instability. This option is only supported in systems containing less than 



1TB of memory. This limitation applies to both the 4-socket (4U) and the 



8-socket (8U) configurations. For more information, see the support site. 



90Y2391   



  NVIDIA Tesla K40c PCI Express x16 Adapter  



Note: Do not install this adapter in systems containing 1TB of system 



memory or more. If this option is installed in systems with 1TB of memory 



or more, it might cause undetected data corruption and system 



instability. This option is only supported in systems containing less than 



1TB of memory. This limitation applies to both the 4-socket (4U) and the 



8-socket (8U) configurations. For more information, see the support site. 



90Y2408   



  Intel X540 ML2 dual-port 1 Gb-T Ethernet Adapter 47C8152   



  Intel I350-T4 ML2 quad-port 10 Gb-T Ethernet Adapter 47C8210   



  Emulex VFA5 ML2 dual-port 10 Gb-SFP+ Ethernet Adapter  47C8153   





http://www.support.unisys.com/
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Table 53. Parts listing 



Index Description CRU part 



number 



FRU part 



number 



  Broadcom NetXtremeII ML2 dual-port 10 Gb-T Ethernet  94Y5233   



  Broadcom NetXtremeII ML2 dual-port 10 Gb-SFP+ Ethernet Adapter 94Y5231   



  Rail kit 88Y6721   



Power cords 



For your safety, a power cord with a grounded attachment plug is provided to use with this product. To avoid 



electrical shock, always use the power cord and plug with a properly grounded outlet. 



Power cords for this product that are used in the United States and Canada are listed by Underwriter's 



Laboratories (UL) and certified by the Canadian Standards Association (CSA). 



For units intended to be operated at 115 volts: Use a UL-listed and CSA-certified cord set consisting of a minimum 



18 AWG, Type SVT or SJT, three-conductor cord, a maximum of 15 feet in length and a parallel blade, grounding-



type attachment plug rated 15 amperes, 125 volts. 



For units intended to be operated at 230 volts (U.S. use): Use a UL-listed and CSA-certified cord set consisting of a 



minimum 18 AWG, Type SVT or SJT, three-conductor cord, a maximum of 15 feet in length and a tandem blade, 



grounding-type attachment plug rated 15 amperes, 250 volts. 



For units intended to be operated at 230 volts (outside the U.S.): Use a cord set with a grounding-type attachment 



plug. The cord set should have the appropriate safety approvals for the country in which the equipment will be 



installed. Please contact your local Unisys representative for assistance in obtaining the proper power cord. 
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9 Removing and replacing components 



Note: The information and procedures in this documentation apply to both the 4-socket and the 8-socket 



configurations of the server, unless otherwise specified. Most of the illustrations in the documentation show the 4-



socket configuration of the server. 



Replaceable components are of two types:  



 Customer replaceable unit (CRU): Replacement of CRUs is your responsibility. If Unisys installs a CRU at 



your request, you will be charged for the installation. 



 Field replaceable unit (FRU): FRUs must be installed only by trained service technicians. 



See “Parts listing “ to determine whether a component is a CRU or FRU that must be replaced only by a trained 



service technician. 



For more information about getting service and assistance, see “Appendix A: Services and support “. 



Returning a device or component 



If you are instructed to return a device or component, follow all packaging instructions, and use any packaging 



materials for shipping that are supplied to you. 



Removing and replacing server components 



This section provides information for removing and replacing components in the server. 



Note: The information and procedures in this documentation for removing and replacing components apply to both 



the 4-socket and the 8-socket configurations of the server, unless otherwise specified. Most of the illustrations in 



the documentation show the 4-socket configuration of the server. 



Removing and replacing CRUs 



Replacement of CRUs is your responsibility. If Unisys installs a CRU at your request, you will be charged for the 



installation. 



The illustrations in this document might differ slightly from your hardware. 



Removing the DDR3 compute book cover 



The DDR3 compute book has a cover on the left side and a cover on the right side for access to the microprocessor 



and DIMMs. Use the same procedure to remove both covers. 
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To access the microprocessor and DIMMs 1 through 12, remove the left cover. 



To access DIMMs 13 through 24, remove the right cover. 



To remove the DDR3 compute book covers, complete the following steps: 



1. Read the safety information that begins on page “Safety“ and “Installation guidelines“ . 



2. Turn off the server (see “Turning off the server“) and all attached peripheral devices. Disconnect all power 



cords; then, disconnect all external cables as necessary to replace the device. 



3. Remove the compute book from the server. Pull the top fan-pack handle down and slide the blue release 



latch (behind the fan handle) to the right to release the DDR3 compute book cam handle, as shown in the 



following figure.  



 



4. Rotate the cam handle all the way down and slide the compute book out of the server. 
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5. Lay the compute book on its side, and press down on both blue touch points and slide the cover toward the 



rear of the DDR3 compute book as shown in the following figure.  



Attention: Remove only one cover (on one side) at a time to protect the compute book components on the 



other side of the compute book from being damaged. 



 



6. Lift the cover off and set it aside. 



Replacing the DDR3 compute book cover 



The DDR3 compute book has a cover on the left side and a cover on the right side for access to the microprocessor 



and DIMMs. Use the same procedure to remove both covers. 



To access the microprocessor and DIMMs 1 through 12, remove the left cover. 



To access DIMMs 13 through 24, remove the right cover. 
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To replace the DDR3 compute book covers, complete the following steps: 



1. Align the cover on the rear of the DDR3 compute book and slide it toward the front of the compute book 



until it is secure as shown in the following figure.  



 



2. Reinstall the compute book into the server. 



3. Rotate the cam handle all the way up until it locks in place. 



4. Reconnect the power cord and any cables that you removed. 



5. Turn on the peripheral devices and the server. 



Removing the standard I/O book  



Before you replace the standard I/O book, take the following steps to save data, firmware, and configuration data: 



 Record all system configuration information, such as IMM IP addresses, vital product data, and the machine 



type, model number, serial number, Universally Unique Identifier, and asset tag of the server. 



 Using the Advanced Settings Utility (ASU), save the system configuration to external media. 



 Save the system-event log to external media. 



Note: When you replace the standard I/O book, you must either update the server with the latest firmware or 
restore the pre-existing firmware image that the customer provides. Make sure that you have the latest firmware 
or a copy of the pre-existing firmware before you proceed. 
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To remove the standard I/O book, complete the following steps: 



1. Read the safety information and installation guidelines, see “Safety“ and “Installation guidelines“. 



2. Turn off the server (see “Turning off the server“) and all attached peripheral devices. Disconnect all power 



cords; then, disconnect all external cables as necessary to replace the device. 



3. Disconnect the external cables from the adapters. 



4. Rotate the release latches on the handles toward you; then rotate the handles on the standard I/O book all 



the way down to release the module from the midplane. See the following figure. 



 



5. Slide the standard I/O book out of the shuttle and set it aside. 



6. Open the adapter retention lever. 



7. Remove the adapters from the standard I/O book board (see “Removing an adapter“). 



8. Remove the USB hypervisor embedded flash device (see “Removing a USB embedded hypervisor flash 



device“). 



9. Remove any flash power modules (see “Removing a RAID adapter flash power module from the standard I/O 



book“). 



10. Remove the fans (see “Removing a hot-swap fan assembly“). 



11. If you are instructed to return the module, follow all packaging instructions, and use any packaging materials 



for shipping that are supplied to you. 



Replacing the standard I/O book  



Use this information for instructions on how to replace the standard I/O book. 



Notes:  



 If you are installing external RAID adapters that come with a flash power module, the adapters must be 



installed in PCIe slots 7, 8, and 9 in the standard I/O book. Install the adapter flash power modules in the slots 
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in the air baffle in the standard I/O book. Other PCIe adapters that do not come with a flash power module 



can also be installed in the standard I/O book. 



 You can install up to three flash power modules in the standard I/O book. 



 You can install only ML2 Ethernet adapters in PCIe slot 10 of the standard I/O book. See “Supported ML2 



(Ethernet) adapters“ for more information about the Ethernet adapters. 



 When you replace the standard I/O book , you must either update the standard I/O book board with the 



latest firmware or restore the pre-existing firmware image that the customer provides. Make sure that you 



have the latest firmware or a copy of the pre-existing firmware before you proceed. See “Updating the 



firmware“ and “Updating the Universal Unique Identifier and DMI/SMBIOS data“ for more information. 



Attention: Installing the wrong firmware or device-driver update might cause the server to malfunction. 



Before you install a firmware or device-driver update, read any readme and change history files that are 



provided with the downloaded update. These files contain important information about the update and the 



procedure for installing the update, including any special procedure for updating from an early firmware or 



device-driver version to the latest version. 



 Reactivate any Features on Demand features. Contact your Unisys sales representative for instructions about 



automating the activation of features and installing activation keys . 



 For more information, see “Standard I/O book“. 



To replace the standard I/O book, complete the following steps: 



1. Touch the static-protective package that contains the new module to any unpainted surface on the outside 



of the server; then, grasp the standard I/O book and remove it from the package. 



2. Install the flash power modules (see “Replacing a RAID adapter flash power module in the standard I/O 



book“). 



3. Install the USB embedded hypervisor flash device (see “Replacing a USB embedded hypervisor flash device“). 



4. Install the adapters (see “Replacing an adapter“). 



5. Cable the adapters. 



6. Close the adapter retention lever. 



7. Install the fans (see “Replacing a hot-swap fan assembly“). 



8. Grasp the standard I/O book and align it with the slot on the server and slide it into the chassis shuttle. See 



the following figure. 
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9. Rotate the handles all the way up until they are locked in place. 



10. Reconnect the power cord and any cables that you removed. 



11. Turn on the peripheral devices and the server. 



12. Update the standard I/O book board with the latest firmware or restore the pre-existing firmware image that 



the customer provides. See “Updating the firmware“. 



Attention: Installing the wrong firmware or device-driver update might cause the server to malfunction. 



Before you install a firmware or device-driver update, read any readme and change history files that are 



provided with the downloaded update. These files contain important information about the update and the 



procedure for installing the update, including any special procedure for updating from an early firmware or 



device-driver version to the latest version. 



13. Update the UUID and DMI/SMBIOS data, see “Updating the Universal Unique Identifier and DMI/SMBIOS 



data“. 



14. Restart the server. 



Removing the standard I/O book air baffle 



To remove the air baffle, complete the following steps: 



1. Read the safety information and installation guidelines, see “Safety“ and “Installation guidelines“. 



2. Turn off the server (see “Turning off the server“) and all attached peripheral devices. Disconnect all power 



cords; then, disconnect all external cables as necessary to replace the device. 



3. Remove the standard I/O book from the server (see “Removing the standard I/O book“). 



4. Open the air baffle cover. Pull up on the air baffle top cover tab while pushing down on the bottom tab on 



the base of the air baffle to remove the cover. (See the following figure.) 
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5. Disconnect the flash power modules cables from the adapters and remove the flash power modules from the 



air baffle. 



6. Rotate the air baffle up; then push outward on both sides of the air baffle to disengage it from the I/O book 



and set it aside. (See the following figure.) 



 



7. If you are instructed to return the module, follow all packaging instructions, and use any packaging materials 



for shipping that are supplied to you. 











Installation and Service Guide 



262 
8230 6986-000 



Replacing the standard I/O book air baffle 



Use this information for instructions on how to replace the standard I/O book air baffle. The air baffle is located in 



the standard I/O book. 



To install the air baffle, complete the following steps: 



1. Align the tabs on the air baffle under the tabs on both sides of the fan cage and push the tabs in until they 



snap in place and is secure on the fan cage, then rotate the air baffle down in place in the standard I/O book.  



 



2. Reinstall the flash power modules in the new air baffle and reconnect the cables to the adapters (see 



“Installing a RAID adapter flash power module in the standard I/O book“). 



3. Reinstall the air baffle cover. 



4. Reinstall the standard I/O book into the server. 



5. Reconnect the power cord and any cables that you removed. 



6. Turn on the peripheral devices and the server.  



Attention: For proper cooling and airflow, replace the air baffle before turning on the server. Operating the 



server with an air baffle removed might damage server components. 
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Removing the half-length I/O book 



This information provides instructions for removing the half-length I/O book. 



To remove the half-length I/O book, complete the following steps: 



1. Read the safety information and installation guidelines, see “Safety“ and “Installation guidelines“. 



2. The half-length I/O book is hot-swappable if no adapters are installed in the I/O book. If adapters are 



installed in the I/O book, you must first press the Power button on the I/O book (or via the operating 



system) and power-off all three PCIe adapter slots before you remove the I/O book from the server. The slots 



LED lights will be off when the slots are off-line. 



3. Remove any external cables that are attached to the adapters. 



4. Press the blue release latch downward; then, rotate the handle all the way down and slide the I/O book out 



of the server.  



 



5. Open the adapter retention latch. 



6. Remove the adapters from the I/O book. (See “Removing an adapter“.) 



If you have other devices to install or remove, do so now. Otherwise, go to “Completing the installation“. 
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Replacing the half-length I/O book 



Note:  



 For notes and information that you must consider when install this I/O book, see “Installing the half-length 



I/O book“. 



 If you are replacing the half-length I/O book with a full-length I/O book, see “Installing the full-length I/O 



book“. 



To replace the half-length I/O book, complete the following steps: 



1. Reinstall the adapters (see “Installing an adapter“). 



2. Close the adapter retention lever. 



3. Align the I/O book with the I/O bay on the server and slide it into the server.  



. 



4. Rotate the handle all the way up and push it into the server until it locks in place. 



5. Reconnect any external cables to the adapters, if you removed any earlier. 



6. Press the Power button on the I/O book to turn the power onto the adapter slots. The Green LED will begin 



flashing. When the Green LED stops flashing, the adapter is ready for use. 



Removing the full-length I/O book 



To remove the full-length I/O book, complete the following steps: 



1. Read the safety information and installation guidelines, see “Safety“ and “Installation guidelines“. 



2. The full-length I/O book is hot-swappable if no adapters are installed in the I/O book. If adapters are installed 



in the I/O book, you must first press the Power button on the I/O book and power-off all three PCIe 
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adapter slots before you remove the I/O book from the server. The slots LED lights will be off when the slots 



are off-line. 



3. Remove any external cables that are attached to the adapters. 



4. Press the blue release latch downward; then, rotate the handle all the way down and slide the I/O book out 



of the server. (See the following figure.)  



 



5. Remove the I/O book cover. Slide the cover toward the front of the server and lift it off of the I/O book. 



6. Open the adapter retention lever. 



7. Remove the adapters from the I/O book (see “Removing an adapter“). 



If you are instructed to return the I/O book, follow all packaging instructions, and use any packaging materials for 



shipping that are supplied to you. 



Replacing the full-length I/O book 



Notes:  



 For notes and information that you must consider when you install this I/O book, see “Installing the full-



length I/O book“. 



 If you are replacing the full-length I/O book with a half-length I/O book, see “Installing the half-length I/O 



book“. 



 The ability to hot-add the full-length I/O book is dependent on the operating system. If the operating system 



does not support hot-plug, the addition or removal of a full-length I/O book might cause an unrecoverable 



system error. 



Attention: 



 If the I/O bay is not populated with a full-length I/O book when the operating system boots or the 



operating system is still running, a full-length I/O book cannot be hot-added to the I/O bay (due to 



insufficient resources). 
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 If the I/O bay has a full-length I/O book installed when the operating system boots, you can hot-swap 



the full-length I/O book. 



To replace the full-length I/O book, complete the following steps: 



1. Reinstall the adapters (see “Installing an adapter“). 



2. Close the adapter retention lever. 



3. Replace the I/O book cover.  



4. Align the I/O book with the I/O bay on the server and slide it into the server. (See the following figure.) 



 



5. Rotate the handle all the way up and push it into the server until it locks in place. 



6. Reconnect any external cables to the adapters, if you removed any earlier. 



7. Press the Power button on the I/O book to turn the power onto the adapter slots. The Green LED will begin 



flashing. When the Green LED stops flashing, the adapter is ready for use. 



Removing an adapter 



To remove an adapter, complete the following steps: 



1. Read the safety information and installation guidelines, see “Safety“ and “Installation guidelines“. 



2. Turn off the server (see “Turning off the server“) and all attached peripheral devices. Disconnect all power 



cords; then, disconnect all external cables as necessary to replace the device. 



3. Remove the I/O book in which the failed adapter is installed. Follow the removal instructions as documented 



for the I/O book. 



4. Disconnect any cables from the adapter. 



5. Lift up the adapter retention latch that secures the adapter. 



6. Carefully grasp the adapter by its top edge or upper corners, and pull the adapter from the connector and set 



it aside.  



7. If you are instructed to return the adapter, follow all packaging instructions, and use any packaging materials 



for shipping that are supplied to you. 
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Replacing an adapter 



Notes:  



 These instructions apply to any supported adapter (for example, network adapters). 



 See “Installing an adapter“ for additional notes and information that you must consider when you install an 



adapter in the server. 



 Any high-definition video-out connector or stereo connector on any add-on video adapter is not supported. 



To replace an adapter, complete the following steps: 



1. Follow the cabling instructions, if any come with the adapter. Route the internal adapter cables before you 



install the adapter. 



2. Make sure that the adapter retention lever is in the open position. 



3. Remove the adapter slot filler, if you have not already removed it. 



4. Connect any internal cables to the adapter. 



5. Insert the adapter into the connector, aligning the edge connector on the adapter with the connector on the 



board. 



6. Press the edge of the connector on the adapter firmly into the connector on the board. Make sure that the 



adapter snaps into connector securely.  



Attention: When you install an adapter, make sure that the adapter is correctly seated in the connector on 



the board before you turn on the server. An incorrectly seated adapter might cause damage to the board or 



the adapter. 



7. Close the adapter retention lever to secure the adapter in place. 



8. Connect any cables to the adapter, if necessary. 



9. Reinstall the I/O book in the server. 



10. Perform any configuration tasks that are required for the adapter. 



11. Reconnect the power cord and any cables (including external cable to the adapter) that you removed. 



12. Turn on the peripheral devices and the server. 



Removing 2.5-inch and 1.8-inch hot-swap drives 



This information provides instructions for removing the 2.5-inch and 1.8-inch hot-swap drives. 



To remove a hot-swap drive, complete the following steps. 



Attention: To make sure that there is adequate system cooling, do not operate the server for more than 2 minutes 



without either a drive or a filler panel installed in each bay. 



1. Read the safety information and installation guidelines, see “Safety“ and “Installation guidelines“. 



2. Removing a 2.5-inch hot-swap drive:  



a. Slide the release latch (black with orange) to the left to unlock the drive handle of the drive that you 



want to replace.  
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b. Rotate the handle outward. 



c. Grasp the handle and pull the drive out of the drive bay. 



d. Skip to step 5. 



3. Removing a 1.8-inch hot-swap drive:  



a. Remove the filler panel. 



b. Grasp the orange and black release latch on the drive tray handle for the drive that you want to 



remove and slide the release latch down to unlock the drive-tray handle; then, rotate the drive tray 



handle to the right and the pull the handle toward you to slide the drive out of the bay. Lift the drive 



out of the drive tray. (See the following figure.) 
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4. If you are instructed to return the drive assembly, follow all packaging instructions, and use any packaging 



materials for shipping that are supplied to you. 



Replacing 2.5-inch and 1.8-inch hot-swap drives 



The following points describe the type of drives that the server supports and other information that you must 



consider when you install a drive. For a list of supported drives, see the support site for compatibility information. 



 Locate the documentation that comes with the drive and follow those instructions in addition to the 



instructions in this section. 



 Make sure that you have all the cables and other equipment that are specified in the documentation that 



comes with the drive. 



 The server can support up to eight 2.5-inch drives, up to 16 1.8-inch drives, or a combination of both 2.5-inch 



and 1.8-inch hot-swap drives, using the supported SAS\SATA backplane configurations. The server supports 



2.5-inch hot-swap SAS or hot-swap SATA hard disk drives, 2.5-inch hot-swap solid state drive, or 1.8-inch hot-



swap solid state drives (see “Supported SAS/SATA drive backplane configurations“ for more information). 



 You can mix 2.5-inch hot-swap SAS and SATA hard disk drives, 2.5-inch hot-swap solid state drive, and 1.8-



inch hot-swap solid state drives in the same server as long as they are not on the same array. 



 When you mix drive backplane configurations, all 1.8-inch SSD drive backplanes must be installed above the 



all 2.5-inch drive backplanes. See “Drive IDs“ for drive ID assignment information and “Supported SAS/SATA 



drive backplane configurations“ for information about the combination of supported drive backplane 



configurations. 



 The electromagnetic interference (EMI) integrity and cooling of the server are protected by having all bays 



and PCI Express slots covered or occupied. When you install a drive, save the EMC shield and filler panel from 



the bay in the event that you later remove the device. 



To install a hot-swap drive, complete the following steps: 



1. Touch the static-protective package that contains the drive to any unpainted metal surface on the server; 



then, remove the drive from the package and place it on a static-protective surface. 



2. Install a 2.5-inch hot-swap drive:  



a. Make sure that the drive-tray handle is in the open (unlocked) position. 



b. Align the drive assembly with the guide rails in the bay. (See the following figure.)  
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c. Gently push the drive-tray assembly into the bay until it is seat firmly in place. 



d. Rotate the drive-tray handle to the closed (locked) position. 



e. Skip to step “4“. 



3. Installing a 1.8-inch hot-swap drive:  



a. Insert the drive into the drive bay with the label side of the drive facing up.  
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b. Push the drive into the drive bay and rotate the drive tray handle to the closed position and ensure 



that the latch is in the locked position. 



c. Reinstall the drive filler panel. 



4. Check the drive status LED to verify that the drive is operating correctly. If the amber drive status LED for a 



drive is lit continuously, that drive is faulty and must be replaced. If the green drive activity LED is flashing, 



the drive is being accessed.  



Note: If the server is configured for RAID operation using a ServeRAID adapter, you might have to reconfigure 



your disk arrays after you install drives. See the ServeRAID adapter documentation for additional information 



about RAID operation and complete instructions for using the ServeRAID adapter. 



5. If you are installing additional hot-swap drives, do so now. 



Removing the 4x2.5-inch hot-swap drive backplanes 



To remove the 2.5-inch hot-swap drive backplanes, complete the following steps: 



1. Read the safety information and installation guidelines, see “Safety“ and “Installation guidelines“. 



2. Turn off the server (see “Turning off the server“) and all attached peripheral devices. Disconnect all power 



cords; then, disconnect all external cables as necessary to replace the device. 



3. Remove the storage book from the server (see “Removing the storage book“). 



4. Remove the drive filler panels. 



5. Pull the drives out of the front of the storage book slightly to disengage them from the drive backplane. 



6. Disconnect the power cable from the backplane. If a SAS signal cable is attached to the drive backplane, 



disconnect it. 



7. Lift the retention latch outward on the right side of the backplane cage; then, rotate the backplane to the left 



and pull it out of the slots on the cage and remove it from the storage book. (See the following figure.)  
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8. If you are instructed to return the drive backplane, follow all packaging instructions, and use any packaging 



materials for shipping that are supplied to you. 



Replacing the 4x2.5-inch hot-swap drive backplanes 



To install the replacement hot-swap 2.5-inch drive backplanes, complete the following steps:  



1. Align the tabs on the side of the drive backplane with the slots on the left side of the backplane cage. 



2. Insert the drive backplane tabs into slots on the backplane cage and pull the retention latch back; then push 



the drive backplane forward into the retention latch right side of the backplane cage until the backplane is 



locked in place. (See the following figure.) 
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3. Reconnect the cables to the drive backplane that you removed earlier. 



4. Reinstall the drives that you removed from the old assembly into the new drive backplane assembly, if you 



have not done so (see “Replacing 2.5-inch and 1.8-inch hot-swap drives“). 



5. Reinstall the filler panels. 



6. Reinstall the storage book into the server. 



7. Reconnect the power cords and any cables that you removed. 



8. Turn on the peripheral devices and the server. 



Removing the 8x1.8-inch hot-swap drive backplane assembly 



To remove the 8x1.8-inch hot-swap drive backplane assembly, complete the following steps: 



1. Read the safety information and installation guidelines, see “Safety“ and “Installation guidelines“. 



2. Turn off the server (see “Turning off the server“) and all attached peripheral devices. Disconnect all power 



cords; then, disconnect all external cables as necessary to replace the device. 



3. Remove the storage book from the server (see “Removing the storage book“). 



4. Remove the drive filler panel. 



5. Remove the drives from the drive backplane assembly (see “Removing 2.5-inch and 1.8-inch hot-swap 



drives“) and install them in the new backplane assembly. 



6. Disconnect the cables from the drive backplane. 



7. Press the release latch to the left on the drive backplane assembly, while pushing on the rear of the drive 



backplane, and slide the drive backplane assembly out of the storage book. (See the following figure.) 
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8. If you are instructed to return the drive backplane, follow all packaging instructions, and use any packaging 



materials for shipping that are supplied to you. 



Replacing the 8x1.8-inch hot-swap drive backplane assembly 



To replace the 8x1.8-inch hot-swap drive backplane assembly, complete the following steps: 



1. Align the drive backplane assembly with the backplane slot on the storage book.  
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2. From the front of the storage book, slide the drive backplane assembly into the slot on the storage book until 



it is seated in place. 



3. Reconnect the cables to the backplane assembly that you disconnected earlier.  



4. Reinstall the drives that you removed from the old assembly into the new drive backplane assembly, if you 



have not done so (see “Replacing 2.5-inch and 1.8-inch hot-swap drives“). 



5. Install the drive filler panel. 



6. Reinstall the storage book into the server. 



7. Reconnect the power cords and any cables that you removed. 



8. Turn on the peripheral devices and the server. 



Removing a memory module 



To remove a dual inline memory module (DIMM), complete the following steps: 



Note: You can press the light path button on the compute book to light the LEDs on the board when the compute 



book has been removed from the server. Any LEDs that were light before the compute book was removed from the 



server will be lit when the light path button is pressed. 



1. Read the safety information and installation guidelines, see “Safety“ and “Installation guidelines“. 



2. Turn off the server (see “Turning off the server“) and all attached peripheral devices. Disconnect all power 



cords; then, disconnect all external cables as necessary to replace the device. 



3. Remove the DDR3 compute book (see “Removing a DDR3 compute book“). 



4. Remove the cover on the side of the DDR3 compute book where the failed DIMM is located. Press down on 



the two blue touch points and slide the cover toward the rear of the compute book; then, set it aside.  



Attention: Remove only one cover (on one side) at a time to protect the compute book components on the 



other side of the compute book from being damaged. 
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5. Carefully open the retaining clips on each end of the DIMM connector and remove the DIMM.  (See the 



following figure.) 



Attention: To avoid breaking the retaining clips or damaging the DIMM connectors, open and close the clips 



gently. 



 



6. If you are instructed to return the DIMM, follow all packaging instructions, and use any packaging materials 



for shipping that are supplied to you. 



Replacing a memory module 



Notes:  



 See “Installing a memory module“ for notes and information that you must consider when you install DIMMs. 



For DIMM population information, see “Independent memory mode“, “Lockstep memory mode“, “Memory 



mirroring“, and “Memory rank sparing“. 



 Confirm that the server supports the DIMM that you are installing, see the support site. 
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The following illustration shows the location of the DIMM connectors on the left side of the DDR3 compute book 



board: 



 



The following illustration shows the location of the DIMM connectors on the right side of the DDR3 compute book 



board: 



 



To install a DIMM, complete the following steps: 



1. Touch the static-protective package that contains the DIMM to any unpainted metal surface on the outside 



of the server. Then, remove the DIMM from the package. 



2. Open the retaining clip on each end of the DIMM connector. (See the following figure.) 



Attention: To avoid breaking the retaining clips or damaging the DIMM connectors, open and close the clips 



gently. 
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3. Turn the DIMM so that the DIMM keys align correctly with the connector. 



4. Insert the DIMM into the connector by aligning the edges of the DIMM with the slots at the ends of the 



DIMM connector.  



5. Firmly press the DIMM straight down into the connector by applying pressure on both ends of the DIMM 



simultaneously. The retaining clips snap into the locked position when the DIMM is firmly seated in the 



connector.  



Note: If there is a gap between the DIMM and the retaining clips, the DIMM has not been correctly inserted; 



open the retaining clips, remove the DIMM, and then reinsert it. 



6. Replace the DDR3 compute book cover. Align the cover over the DDR3 compute book and slide the cover 



forward until it is seated firmly on the compute book. 



7. Reinstall the DDR3 compute book in the server (see “Replacing a DDR3 compute book“). 



8. Reconnect the power cord and any cables that you removed. 



9. Turn on the peripheral devices and the server. 
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Removing the ServeRAID M5120 SAS/SATA Controller 



To remove a ServeRAID M5120 SAS/SATA adapter, complete the following steps: 



1. Read the safety information and installation guidelines, see “Safety“ and “Installation guidelines“. 



2. Turn off the server (see “Turning off the server“) and all attached peripheral devices. Disconnect all power 



cords; then, disconnect all external cables as necessary to replace the device. 



3. Follow the instructions for removing the I/O book in which you want to install the adapter. 



4. Open the adapter retention lever. 



5. Disconnect the external cables from the existing adapter. 



6. Disconnect the cable from the RAID cache card, if a cache card is installed on the adapter. 



7. Carefully grasp the adapter by the edges and pull it out of the connector on the expansion module board.  



8. Remove the RAID cache card from the adapter, if one is installed (see “Removing a RAID cache card“). 



9. If you are instructed to return the adapter, follow all packaging instructions, and use any packaging materials 



for shipping that are supplied to you.  



Replacing the ServeRAID M5120 SAS/SATA Controller  



Notes:  



 For additional information and notes about installing adapters “Installing an adapter“. 



 Follow the general rule for connecting the SAS signal cables to the adapter and drive backplane: port 0 on the 



adapter to port 0 on the drive backplane and port 1 on the adapter to port 1 on the drive backplane 



(depending on the type of drive backplane you install in the server). 



 This adapter comes with a RAID cache card. The cache card comes with a flash power module that must be 



installed in the slots on the bottom of the storage book (see “Installing a RAID adapter flash power module in 



the storage book“ for more information). 



 This adapter is for external RAID and can be used when external storage expansion units are attached to the 



server. 



You can purchase the optional ServeRAID M5120 SAS/SATA Controller. The ServeRAID M5120 adapter provides 



base RAID levels 0, 1, and 10 support. See “Supported RAID adapters“ for more information. 



Attention: Some cluster solutions require specific code levels or coordinated code updates. If the device is part of 



a cluster solution, verify that the latest level of code is supported for the cluster solution before you update the 



code. 



To install a ServeRAID M5120 SAS/SATA adapter, complete the following steps: 



1. Touch the static-protective package that contains the new ServeRAID M5120 SAS/SATA adapter to any 



unpainted surface on the outside of the server; then, grasp the adapter by the top edge or upper corners of 



the adapter and remove it from the package. 



2. Reinstall the RAID cache card, if one was removed earlier (see “Replacing a RAID cache card“). 
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3. Align the ServeRAID M5120 adapter so that the keys align correctly with the connector on the I/O book 



board. 



4. Insert the adapter into the connector, aligning the edge connector on the adapter with the connector on the 



I/O book board. Press the edge of the connector on the adapter firmly into the connector. Make sure that 



the adapter snaps into the connector on the I/O book board securely.  



Attention: Make sure that the adapter is correctly seated into the connector before you turn on the server. 



An incorrectly seated adapter might cause damage to the I/O book board or the adapter. 



5. Close the PCIe retention lever. 



6. Reconnect the cables to the adapter and to the RAID cache card. 



7. Follow the instructions for replacing the PCIe I/O book for which you replaced the adapter. 



8. Reconnect the power cord and any cables that you removed. 



9. Turn on the peripheral devices and the server. 



Removing the N2215 SAS/SATA Host Bus Adapter  



To remove the N2215 SAS/SATA Host Bus Adapter, complete the following steps: 



1. Read the safety information and installation guidelines, see “Safety“ and “Installation guidelines“. 



2. Turn off the server (see “Turning off the server“) and all attached peripheral devices. Disconnect all power 



cords; then, disconnect all external cables as necessary to replace the device. 



3. Remove the storage book from the server (see “Removing the storage book“). 



4. Disconnect the cables from the adapter that you want to remove. 



5. Open the PCIe retention lever. 



6. Carefully grasp the adapter by the edges and pull it out of the connector on the storage book board.  



7. If you are instructed to return the adapter, follow all packaging instructions, and use any packaging materials 



for shipping that are supplied to you. 



Replacing the N2215 SAS/SATA Host Bus Adapter 



Note: For additional information and notes about installing adapters, see “Installing an adapter“. 



You can purchase the optional N2215 SAS/SATA Host Bus Adapter. This solid state driver controller provides no 



RAID support; however, it helps to provide optimized performance for applications that do not need RAID support. 



See “Supported host bus adapters“ for more information about this adapter. Check the support site for 



configuration information. 



Attention: Some cluster solutions require specific code levels or coordinated code updates. If the device is part of 



a cluster solution, verify that the latest level of code is supported for the cluster solution before you update the 



code. 
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To install the adapter, complete the following steps: 



Note: This adapter can only be installed in the storage book. 



1. Touch the static-protective package that contains the new N2215 SAS/SATA host bus adapter to any 



unpainted surface on the outside of the server; then, grasp the adapter by the top edge or upper corners of 



the adapter and remove it from the package. 



2. Align the adapter so that the keys align correctly with the connector on the storage book board.  



3. Insert the adapter into the connector on the storage book board until it is firmly seated.  



Attention: Make sure that the adapter is seated correctly. Incomplete insertion might cause damage to the 



storage book board or the adapter. 



4. Close the PCIe retention lever. 



5. Reconnect the cables to the adapter. 



6. Reinstall the storage book. 



7. Perform any configuration tasks that are required for the adapter. 



8. Reconnect the power cord and any cables that you removed. 



9. Turn on the peripheral devices and the server. 



Removing a USB embedded hypervisor flash device 



To remove a USB embedded hypervisor flash device, complete the following steps: 



1. Read the safety information and installation guidelines, see “Safety“ and “Installation guidelines“. 



2. Turn off the server (see “Turning off the server“) and all attached peripheral devices. Disconnect all power 



cords; then, disconnect all external cables as necessary to replace the device. 



3. Remove the standard I/O book from the server (see “Removing the standard I/O book“). 



4. Locate the USB embedded hypervisor flash device connector on the standard I/O book board (see “Standard 



I/O book“ for the location of the connector).  



Note: You can rotate the standard I/O book air baffle up, if needed, to access the USB flash device connector. 



5. Slide the lockbar on the USB flash device connector down to the unlocked position and pull the USB flash 



device out of the connector. (See the following figure.) 
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6. If you are instructed to return the USB flash device, follow all packaging instructions, and use any packaging 



materials for shipping that are supplied to you. 



Replacing a USB embedded hypervisor flash device 



The internal USB hypervisor flash device connector is on the standard I/O book (see “Standard I/O book“ for the 



location of the connector). 



To install a USB hypervisor flash device, complete the following steps: 



1. Align the USB flash device with the connector on the standard I/O book board and push it into the connector 



until it is firmly seated. 



2. Slide the lockbar up to the locked position until the lockbar is firmly seated. Rotate the air baffle down if 



rotated it up earlier. (See the following figure.) 
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3. Reinstall the standard I/O book in the server (see “Replacing the standard I/O book“). 



4. Reconnect the power cord and any cables that you removed. 



5. Turn on the peripheral devices and turn on the server. 



Removing a 1400-watt or 900-watt hot-swap power supply 



When you remove or install a hot-swap power supply, observe the following precautions. 



Statement 5 



 



CAUTION: 



The power control button on the device and the power switch on the power supply do not turn off the electrical 



current supplied to the device. The device also might have more than one power cord. To remove all electrical 



current from the device, ensure that all power cords are disconnected from the power source. 
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Statement 8 



 



CAUTION: 



Never remove the cover on a power supply or any part that has the following label attached.  



 



Hazardous voltage, current, and energy levels are present inside any component that has this label attached. There 



are no serviceable parts inside these components. If you suspect a problem with one of these parts, contact a 



service technician. 



To remove a hot-swap power supply, complete the following steps: 



1. Read the safety information and installation guidelines, see “Safety“ and “Installation guidelines“.  



2. Removing a 1400-watt hot-swap power supply.  



a. Press and hold the orange release tab to the left. Grasp the handle and pull the power supply out of 



the server.  



 



b. Set the power supply aside. 



c. Go to step “4“. 
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3. Removing a 900-watt hot-swap power supply.  



a. Press and hold the orange release tab to the left. Grasp the power supply handle and pull the power 



supply out of the server.  



 



Note: You only need to remove the spacer if you are removing all of the 750-watt -48 V to -60 V dc 



power supplies or 900-watt power supplies and installing 1400-watt power supplies. 



b. Set the power supply spacer aside. 



4. If you are instructed to return the power supply, follow all packaging instructions, and use any packaging 



materials for shipping that are supplied to you. 



Replacing a 1400-watt or 900-watt hot-swap power supply 



Note: This information and instructions apply to both the 4-socket and the 8-socket servers. 



The following points describe the type of power supply that the server supports and other information that you 



must consider when you install a power supply:  



 You must use IMM to set and change the power supply Power Policy and System Power Configurations. You 



can set and change the policies and configurations using the IMM2 web interface, CIM, or the Advanced 



Settings Utility. You cannot set or change the Power Policy or System Power Configurations using the UEFI 



Setup utility. The default configuration setting for both ac and dc power supply models is non-redundant 



with throttling enabled. 



 For more information to consider when you install power supplies in the server, see “Installing power 



supplies“. 



 To confirm that the server supports the power supply that you are installing, see the support site for 



compatibility information. 
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 The following table lists the supported ac power supply configurations at both 220 V ac and 110 V ac for each 



4-socket node. These configurations apply for each 4-socket node of the 8-socket server. 



Table 54. Supported ac power supply configurations at both 220 V ac and 110 V ac for each 4-socket node 



Number of power supplies Power supply wattage 



One 900-watt 



One 1400-watt 



Two 900-watt 



Two 1400-watt 



Four  Two 900-watt and two 1400-watt 



Four 900-watt 



Four 1400-watt 



Statement 5 



 



CAUTION: 



The power control button on the device and the power switch on the power supply do not turn off the electrical 



current supplied to the device. The device also might have more than one power cord. To remove all electrical 



current from the device, ensure that all power cords are disconnected from the power source. 



 



Statement 8 



 



CAUTION: 



Never remove the cover on a power supply or any part that has the following label attached.  
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Hazardous voltage, current, and energy levels are present inside any component that has this label attached. There 



are no serviceable parts inside these components. If you suspect a problem with one of these parts, contact a 



service technician. 



To install a hot-swap power supply, complete the following steps: 



1. Read the safety information that begins on page “Safety“ and “Installation guidelines“. 



2. Touch the static-protective package that contains the hot-swap power supply to any unpainted metal surface 



on the server; then, remove the power supply from the package and place it on a static-protective surface. 



3. If you are installing a hot-swap power supply into an empty bay, remove the power-supply filler panel from 



the power-supply bay.  



4. Replacing a 1400-watt hot-swap power supply. 



a. Grasp the handle on the rear of the power supply and slide the power supply forward into the power-



supply bay until it clicks into place 



 



Make sure that the power supply connects firmly into the power-supply connector. 



b. Go to step “6“. 



5. Replacing a 900-watt hot-swap power supply. 



a. Facing the rear of the server, insert the power supply spacer against the wall on the left side of the 



power supply bay, if you removed it. Slide the power supply spacer into the bay until it snaps into place 



on the tabs that are on the side of the power supply bay. (See the following figure.) 
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Note: Only install a spacer if one is not already installed. 



b. Grasp the handle on the rear of the power supply and slide the power supply forward into the power-



supply bay until it clicks. Make sure that the power supply connects firmly into the power-supply 



connector. 



6. Route the power cord through the hook-and-loop strap so that it does not accidentally become 



disconnected. 



7. Connect the power cord for the new power supply to the power-cord connector on the power supply. 



8. Connect the other end of the power cord to a properly grounded electrical outlet. 



9. Turn on the peripheral devices and the server. 



10. Make sure that the ac power LED and the dc power LED on the power supply are lit, indicating that the 



power supply is being supplied to the power supply through the power cord. During normal operation, both 



ac and dc power LEDs are lit. For other combinations of LEDs, see “Power-supply LEDs“. 



Removing a hot-swap fan assembly 



Attention: To ensure proper server operation, replace a failed hot-swap fan within 30 seconds. 



To remove a hot-swap-fan, complete the following steps:  



Note: These procedures for removing a hot-swap fan assembly apply to both the standard I/O book and the DDR3 



compute books. 



1. Read the safety information and installation guidelines, see “Safety“ and “Installation guidelines“.  



2. Lower the fan handle down and pull the fan-pack out of the fan bay. 



3. Set the fan aside. (See the following figure.) 
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Attention: To ensure proper operation, replace a failed hot-swap fan within 30 seconds. 



4. If you are instructed to return the fan, follow all of the packaging instructions, and use any packaging 



materials for shipping that are supplied to you. 



Replacing a hot-swap fan assembly 



The server supports up to 10 fan packs with dual-motor, counter-rotating, speed-controlled hot-swap cooling fans 



(two fans in each fan-pack for a total of 20 fans). 



Notes:  



 The fan-packs on the DDR3 compute books and the Standard I/O book are not interchangeable. The fan packs 



have text printed on the front of the fan above the fan handle that indicates which book the fan-pack should 



be installed in. For example, the fan-pack for a DDR3 compute books might have the text "Top - Compute 



Book Only". The fan-pack for a Standard I/O book might have the text "Top - Standard I/O Book Only". 



 Fan-packs 1 through 8 are on the DDR3 compute books (two fans per fan-pack). The server supports up to 



four DDR3 compute books. 



 Fan-packs 9 and 10 are on the Standard I/O book. 



The following table shows the fan zones, fan-pack number, and the components that are cooled by the fans. 



Table 55. Fan zones, fan number, and the components cooled by the fans 



Fan zone  Fan-pack number Components cooled by the fans 



1 9 and 10  Hard disk drives 



2 1 and 2  Compute book 1 



 DIMMs connected to compute book 1 



 Voltage regulator for compute book 1 
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Table 55. Fan zones, fan number, and the components cooled by the fans 



Fan zone  Fan-pack number Components cooled by the fans 



 The ML2 (Ethernet) adapters (PCIe slot 10) 



 PCIe slot 9 



3 3 and 4  Compute book 2  



 DIMMs connected to compute book 2 



 Voltage regulator for compute book 2  



 PCIe slots 7 and 8 



4 5 and 6  Compute book 3  



 DIMMs connected to compute book 3 



 Voltage regular for compute book 3 



 PCIe slots 4, 5, and 6 



5 7 and 8  Compute book 4 



 DIMMs connected to compute book 4 



 Voltage regular for compute book 4 



 PCIe slots 1, 2, and 3 



Note: To ensure proper operation, replace a failed hot-swap fan within 30 seconds. 



To install or replace a hot-swap fan pack, complete the following steps:  



Note: These procedures for replacing a hot-swap fan assembly apply to both the standard I/O book and the DDR3 



compute books. 



1. Make sure that you are installing the appropriate fan-pack for the I/O book. 



Note: The fan packs have text printed on the front of the fan above the fan handle that indicates which book 



the fan-pack should be installed in. For example, the fan-pack for a DDR3 compute books might have the text 



"Top - Compute Book Only". The fan-pack for a standard I/O book might have the text "Top - Standard I/O 



Book Only". The fan packs are not interchangeable. 



2. Touch the static-protective package that contains the new fan to any unpainted metal surface on the server. 



Then, remove the new fan from the package.  



3. Align the fan with the fan bay and slide it in the bay until it is seated firmly. Rotate the fan handle up to 



secure the fan in the slot. (See the following figure.) 
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Removing an ML2 (Ethernet) adapter 



To remove an ML2 (Ethernet) adapter, complete the following steps: 



1. Read the safety information and installation guidelines, see “Safety“ and “Installation guidelines“.  



2. Turn off the server (see “Turning off the server“) and all attached peripheral devices. Disconnect all power 



cords; then, disconnect all external cables as necessary to replace the device. 



3. Remove the standard I/O book from the server. (See “Removing the standard I/O book“.) 



4. Open the adapter retention lever. 



5. Carefully grasp the adapter and pull it out of the connector on the standard I/O book board.  



6. If you are instructed to return the adapter, follow all packaging instructions, and use any packaging materials 



for shipping that are supplied to you. 



Replacing an ML2 (Ethernet) adapter 



The following are illustrations of the ML2 (Ethernet) adapters that the server supports. See “Supported ML2 



(Ethernet) adapters“ for more information about the supported Ethernet adapters. 



Note: You must go to the support site and download the latest device drivers for the ML2 Ethernet adapters. Look 



for the Ethernet adapters and read any related information for the device driver installation instructions. 
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The following is an illustration of the Intel I350-T4 ML2 Quad-port 1 Gb-T Ethernet Adapter: 



 



The following is an illustration of the Intel x540 ML2 Dual-port 10 Gb-T Ethernet Adapter: 
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The following is an illustration of the Emulex VFA5 ML2 Dual-port 10 Gb-SFP+ Ethernet Adapter: 



 



The following is an illustration of the Broadcom NetXtreme II ML2 Dual-port 10 Gb-T Ethernet adapter: 
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The following is an illustration of the Broadcom NetXtreme II ML2 Dual-port 10 Gb-SFP+ Ethernet adapter: 



 



To replace an Ethernet adapter, complete the following steps: 



Note: The illustrations in this document might differ slightly from your hardware. 



1. Make sure that the adapter retention latch is in the open position. 



2. Touch the static-protective package that contains the new adapter to any unpainted metal surface on the 



server. Then, remove the adapter from the package. 



3. Align the edge connector on the adapter with the connector on the standard I/O book board. Press the edge 



of the connector firmly into the standard I/O book board connector and make sure that the adapter snaps 



into the connector securely.  



Attention: When you install an adapter, make sure that the adapter is correctly seated in the connector 



before you turn on the server. An incorrectly seated adapter might cause damage to the standard I/O book 



board or the adapter. 



4. Close the adapter retention lever. 



5. Reinstall the standard I/O book in the server (see “Replacing the standard I/O book“. 



6. Perform any configuration tasks that are required for the adapter. 



7. Reconnect the power cord and any cables that you removed. 



8. Turn on the peripheral devices and the server. 
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Removing a RAID adapter flash power module from the storage book 



Note: You can install up to two RAID flash power modules in the storage book. 



When you install multiple RAID adapters that come with flash power modules, install them in the slots inside the 



storage book.  



To install a RAID adapter flash power module in the storage book, complete the following steps: 



1. Read the safety information and installation guidelines, see “Safety“ and “Installation guidelines“. 



2. Turn off the server and peripheral devices and disconnect all power cords and external devices. 



3. Remove the storage book (see “Removing the storage book“). 



4. Disconnect the cables from the bottom drive backplane. 



5. Open the retention clip on the flash power module slot. Press the blue tab outward to open the retention 



clip. 



6. Rotate the retention clip all the way up. 



7. Disconnect the flash power module cable from the adapter. 



8. Remove the flash power module from the slot and set it aside. 



If you have other devices to install or remove, do so now. Otherwise, go to “Completing the installation“. 



Replacing a RAID adapter flash power module in the storage book 



Note: You can install up to two RAID flash power modules in the storage book. 



When you install multiple RAID adapters in the storage book and they come with flash power modules, install flash 



power modules in the slots inside the storage book 



To install a RAID adapter flash power module in the storage book, complete the following steps: 



1. Open the retention clip on the flash power module slot. Press the blue tab outward to open the retention 



clip. 



2. Rotate the retention clip all the way up. 



3. Place the flash power module in the flash power module slot with the cable at the bottom and facing the 



rear of the storage book. 



4. Connect the flash power module cable to the adapter. 



5. Rotate the retention clip down and press it until it clicks in place. 



6. Reconnect the cables to the drive backplane. 



7. Reinstall the storage book in the server. 



8. Reconnect the power cord and any cables that you removed. 



9. Turn on the peripheral devices and turn on the server. 
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Removing a RAID adapter flash power module from the standard I/O book 



If a RAID adapter flash power module is installed in the standard I/O book and you need to replace the flash power 



module, complete the following steps: 



1. Read the safety information and installation guidelines, see “Safety“ and “Installation guidelines“.  



2. Turn off the server (see “Turning off the server“) and all attached peripheral devices. Disconnect all power 



cords; then, disconnect all external cables as necessary to replace the device. 



3. Remove the standard I/O book from the server (see “Removing the standard I/O book“). 



4. Remove the air baffle cover. Pull up on the air baffle top cover tab while pushing down on the bottom tab on 



the base of the air baffle to remove the cover. (See the following figure.) 



 



5. Disconnect the flash power module cable from the adapter and remove the flash power module from the 



slot on the air baffle. (See the following figure.) 
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If you are instructed to return the flash power module, follow all packaging instructions, and use any packaging 



materials for shipping that are supplied to you. 



Replacing a RAID adapter flash power module in the standard I/O book 



When you install RAID adapters that come with flash power modules in the standard I/O book , install the flash 



power modules in the slots inside the standard I/O book air baffle to prevent them from overheating. To install the 



flash power modules in the air baffle, complete the following steps: 



1. Place the new flash power module into the flash power module slot in the air baffle. (See the following 



figure.) 



 



2. Connect the flash power module cable to the adapter.  



3. Close the air baffle cover. Rotate the cover down and press it until it is locked in place. 



4. Reinstall the standard I/O book (see “Replacing the standard I/O book“). 



5. Reconnect the power cords and all external cables, and turn on the server and peripheral devices. 



Removing a RAID cache card 



Note: For additional information about the adapters, see “Installing an adapter“.  



To remove a RAID cache card, complete the following steps: 



1. Read the safety information that begins on page “Safety“ and “Installation guidelines“. 



2. Turn off the server (see “Turning off the server“) and all attached peripheral devices. Disconnect all power 



cords; then, disconnect all external cables as necessary to replace the device. 



3. Follow the removal instructions for the I/O book where the failed cache card is installed. 



4. Disconnect any cables from the adapter and the cache card. 



5. Lift up the adapter retention lever that secures the adapter. 



6. Carefully grasp the adapter by its top edge or upper corners, and pull the adapter from the connector. 



7. Grasp the cache card and pull it out of the connector on the adapter. 
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8. If you are instructed to return the cache card, follow all packaging instructions, and use any packaging 



materials for shipping that are supplied to you. 



Replacing a RAID cache card 



Notes:  



 For additional information about installing adapters, see “Installing an adapter“. 



 For information about the support RAID adapters and cache cards, see “Supported RAID adapters“ and 



“Supported RAID cache cards“. 



To replace an RAID cache card, complete the following steps: 



1. Align the new cache card with the slot on the adapter and lower it into the connector. 



2. Press on the cache card firmly until it is securely seated into the connector on the adapter. 



3. Reinstall the adapter in the I/O book (see “Installing an adapter“). 



4. Close the adapter retention lever to secure the adapter in place. 



5. Reconnect the cables to the adapter and connect the flash power module cable to the cache card. 



6. Reinstall the I/O book in the server. 



7. Reconnect the power cord and any cables that you removed. 



8. Turn on the peripheral devices and the server. 



Removing the system battery 



The following points describe information that you must consider when replacing the battery: 



 This product is designed with your safety in mind. The lithium battery must be handled correctly to avoid 



possible danger. If you replace the battery, you must adhere to the following instructions.  



 If you replace the original lithium battery with a heavy-metal battery or a battery with heavy-metal 



components, be aware of the following environmental consideration. Batteries and accumulators that 



contain heavy metals must not be disposed of with normal domestic waste. They will be taken back free of 



charge by the manufacturer, distributor, or representative, to be recycled or disposed of in a proper manner. 



Note: After you replace the battery, you must reconfigure the server and reset the system date and time. 
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Statement 2 



 



CAUTION: 



When replacing the lithium battery, replace it only with the same module type made by the same 



manufacturer. The battery contains lithium and can explode if not properly used, handled, or disposed of.  



Do not:  



 Throw or immerse into water 



 Heat to more than 100°C (212°F) 



 Repair or disassemble 



Dispose of the battery as required by local ordinances or regulations. 



To remove the system battery that is on the standard I/O book board, complete the following steps: 



1. Read the safety information and installation guidelines, see “Safety“ and “Installation guidelines“.  



2. Turn off the server (see “Turning off the server“) and all attached peripheral devices. Disconnect all power 



cords; then, disconnect all external cables as necessary to replace the device. 



3. Remove the standard I/O book from the server (see “Removing the standard I/O book“). 



4. Remove the battery from the standard I/O book board:  



a. Use one finger to push the battery horizontally out of its housing.  



 



b. Use your thumb and index finger to lift the battery from the socket. 



5. Dispose of the battery as required by local ordinances or regulations. See the Environmental Notices and 



User's Guide on the Documentation CD for more information. 
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Replacing the system battery 



The following points describe information that you must consider when replacing the system battery in the 



standard I/O book.  



 When replacing the battery on the standard I/O book board, you must replace it with a lithium battery of the 



same type from the same manufacturer. 



 After you replace the battery on the standard I/O book board, you must reconfigure the server and reset the 



system date and time. 



 To avoid possible danger, read and follow the following safety statement. 



Statement 2 



 



CAUTION: 



When replacing the lithium battery, use only Part Number 33F8354 or an equivalent type battery recommended 



by Unisys. If your system has a module containing a lithium battery, replace it only with the same module type 



made by the same manufacturer. The battery contains lithium and can explode if not properly used, handled, or 



disposed of.  



Do not:  



 Throw or immerse into water 



 Heat to more than 100°C (212°F) 



 Repair or disassemble 



Dispose of the battery as required by local ordinances or regulations. 



To install the replacement battery on the standard I/O book board, complete the following steps: 



1. Follow any special handling and installation instructions that come with the replacement battery. 



2. Install the new battery:  



a. Position the battery so that the positive (+) symbol is facing you.  



 



b. Place the battery into its socket, and press the battery toward the housing until it clicks into place. 



Make sure that the battery clip holds the battery securely.  
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3. Reinstall the standard I/O book into the server. 



4. Reconnect the external cables; then, reconnect the power cords and turn on the peripheral devices and the 



server.  



Note: You must wait approximately 10 seconds after you connect the server to input power before the power-



on button becomes active. 



5. Start the Setup utility and reset the configuration.  



 Set the system date and time. 



 Set the power-on password. 



 Reconfigure the server. 



See “Using the Setup utility“ for details. 



Removing the front I/O panel (USB/video) assembly 



To remove the front I/O panel, complete the following steps. 



1. Read the safety information and installation guidelines, see “Safety“ and “Installation guidelines“.  



2. Turn off the server (see “Turning off the server“) and all attached peripheral devices. Disconnect all power 



cords; then, disconnect all external cables as necessary to replace the device. 



3. Remove the storage book from the server. (See “Removing the storage book“.) 



4. Disconnect the USB/video cables from the storage book board. 



5. Press the release latch on the right side of the storage book and place two fingers in the finger holes and 



carefully slide the front I/O panel forward toward the front of the storage book and remove it. (See the 



following figure.) 



 



6. If you are instructed to return the front I/O panel assembly, follow all packaging instructions, and use any 



packaging materials for shipping that are supplied to you. 
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Replacing the front I/O panel (USB/video) assembly 



To install the front I/O panel, complete the following steps. 



1. Route USB/video cables through the cable slot on the air baffle and hold the cables in place. 



2. From the front of the storage book, align the assembly with the slot on the storage book and slide the front 



I/O panel into the storage book until it is seated firmly. (See the following figure.) 



 



3. Reconnect the USB/video cables to the storage book board.  



Note: Make sure that cables are installed correctly by using the keys on the connectors and the keys on the 



cables. Incorrect installation of the cables can damage the storage book. 



4. Reinstall the storage book into the server. 



5. Reconnect the power cords and any cables that you removed. 



6. Turn on the peripheral devices and the server. 



Removing and replacing CRUs 



Note: The illustrations in this document might differ slightly from your hardware. 



Removing the storage book 



To remove the storage book, complete the following steps: 



1. Read the safety information and installation guidelines, see “Safety“ and “Installation guidelines“. 



2. Turn off the server (see “Turning off the server“) and all attached peripheral devices. Disconnect all power 



cords; then, disconnect all external cables as necessary to replace the device. 



3. Remove the drives in the front of the storage book. 
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4. Press the blue release button on the left EIA bezel on the storage book to release the cam handle; then, 



lower the handle all the way down. (See the following figure.) 



 



5. Slide the storage book out of the server. Place one hand under the center of the storage book to support it 



while sliding it out of the server. 



6. Disconnect the cables from the storage book board, the drive backplanes, and adapters that are installed in 



the server. 



7. Remove the adapters. (See “Removing an adapter“.) 



8. Remove any flash power modules stored in the storage book. 



9. Remove the storage book board. (See “Removing the storage book board assembly“.) 



10. Remove the backplanes. (See “Removing the 4x2.5-inch hot-swap drive backplanes“ and “Removing the 



8x1.8-inch hot-swap drive backplane assembly“.) 



11. Remove the front operator panel. (See “Removing the front operator panel assembly“.) 



12. Remove the front I/O panel. (See “Removing the front I/O panel (USB/video) assembly“.) 



13. If you are instructed to return the assembly, follow all packaging instructions, and use any packaging 



materials for shipping that are supplied to you. 



Replacing the storage book 



Notes: 



 For additional information, see “Storage book“. 



 The PCIe slots on this storage book only support storage host bus adapters. Do not install any other adapters 



in these slots. Other adapters are not supported on this storage book. 



 You must power-off the server to remove or add adapters in the PCIe slots on the storage book. The PCIe slots 



are not hot-swappable. 



 Slot 12 (the primary storage slot) is connected to compute book 1 and slot 11 (the secondary storage slot) is 



connected to compute book 2. 



 The PCIe slots on this storage book only support low profile RAID adapters and host bus adapters. 
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 Install internal RAID adapters and the adapter batteries or flash power modules in the storage book 



component. 



To replace the storage book, complete the following steps: 



1. Install the front operator panel on the new storage book. (See “Replacing the front operator panel 



assembly“.) 



2. Reinstall the front I/O panel. (See “Replacing the front I/O panel (USB/video) assembly“.) 



3. Reinstall the drive backplanes. (See “Replacing the 4x2.5-inch hot-swap drive backplanes“ and “Replacing the 



8x1.8-inch hot-swap drive backplane assembly“.) 



4. Reinstall the storage book board. (See “Replacing the storage book board assembly“.) 



5. Reinstall the flash power modules, if any were removed. 



6. Reinstall the adapters. (See “Adapter installation instructions“.) 



7. Reconnect the cables to the adapters, the drive backplanes, and the storage book board. 



8. Reinstall the storage book. Grasp the storage book and align it with the bay on the front of the server and 



slide the storage book into the server. Place one hand under the center of the storage book to support it 



while sliding it into the server. (See the following figure.) 



 



9. Rotate the cam handle all the way up and push it into the server until it locks in place. 



10. Reinstall the drives in the front of the storage book. 



11. Reconnect the power cord and any cables that you removed. 



12. Turn on the peripheral devices and the server. 



Removing the storage book board assembly 



To remove the storage book board assembly, complete the following steps: 



1. Read the safety information and installation guidelines, see “Safety“ and “Installation guidelines“. 



2. Turn off the server (see “Turning off the server“) and all attached peripheral devices. Disconnect all power 



cords; then, disconnect all external cables as necessary to replace the device. 
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3. Press the blue release button on the left EIA bezel of the storage book to release the cam handle; then, lower 



the handle the way down. 



4. Slide the storage book out of the server. 



5. Disconnect the cables from the adapters. 



6. Disconnect the cables from the storage book board assembly. 



7. Slide the assembly up and out of the slots on the storage book. 



 



8. Open the adapter retention lever. 



9. Remove the adapters from the storage book board assembly (see “Removing an adapter“). 



10. If you are instructed to return the board assembly, follow all packaging instructions, and use any packaging 



materials for shipping that are supplied to you. 
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Replacing the storage book board assembly 



To replace the storage book board assembly, complete the following steps: 



1. Align the new storage book board assembly with the slots on the side of storage book and slide the board 



assembly down until it is seated firmly in place. (See the following figure.) 



 



2. Install the adapters (see “Installing an adapter“). 



3. Connect the cables to the adapters. 



4. Connect the cables to the board assembly. 



5. Close the adapter retention lever. 



6. Align the storage book with the I/O bay on the server and slide it into the server. 



7. Rotate the cam handle on the storage book all the way up and push it into the server until it locks in place. 



8. Reconnect the power cord and any cables that you removed. 



9. Turn on the peripheral devices and the server. 
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Removing the front operator panel assembly 



To remove the front operator panel, complete the following steps. 



1. Read the safety information and installation guidelines, see “Safety“ and “Installation guidelines“.  



2. Turn off the server (see “Turning off the server“) and all attached peripheral devices. Disconnect all power 



cords; then, disconnect all external cables as necessary to replace the device. 



3. Remove the storage book from the server (see “Removing the storage book“). 



4. Disconnect the front operator panel cables from the storage book board and from the rear air baffle.  



Note: You might need to use a small flat-blade screwdriver to get under the lip of the plug on the cable (the 



thermistor end of the cable) to remove the plug from the air baffle and set it aside to install on the new 



assembly. 



5. Slide the blue release latch on top of the front operator panel back to remove the operator panel. (See the 



following figure.) 



 



6. Turn the front operator panel over and disconnect the LCD system information display panel and the front 



operator panel cables. 



7. If you are replacing the front operator panel, remove the LCD display panel from the front operator panel 



assembly. Grasp tab on the LCD retention latch and pull it to the right to disengage the latch and remove the 



LCD display panel.  
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8. If you are instructed to return the front operator panel assembly, follow all packaging instructions, and use 



any packaging materials for shipping that are supplied to you. 



Replacing the front operator panel assembly 



To install the front operator panel, complete the following steps. 



1. Reinstall the LCD system information display panel into the front operator panel. 



2. Orient the LCD system information display panel so that the LCD connect is next to the LEDs on the operator 



panel. 



3. Lower the LCD system information display panel, while aligning the LCD retention latch with the slots on the 



front operator panel. Push it in until it clicks in place on the front operator panel.  



 



4. Reconnect the LCD display panel cable to the LCD display panel. 



5. Align the front operator panel with the slot on the storage book and slide it in until it is seated in place. 
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6. Reconnect the front operator panel cables to the storage book board and the rear air baffle. Make sure that 



you reinstall the plug that you removed from the old assembly to the rear of the new air baffle. 



7. Reinstall the storage book (see “Replacing the storage book“). 



8. Reconnect the power cords and any cables that you removed. 



9. Turn on the peripheral devices and the server. 



Removing the LCD system information display panel 



To remove the LCD system information display panel, complete the following steps. 



1. Read the safety information and installation guidelines, see “Safety“ and “Installation guidelines“.  



2. Turn off the server (see “Turning off the server“) and all attached peripheral devices. Disconnect all power 



cords; then, disconnect all external cables as necessary to replace the device. 



3. Remove the storage book from the server (see “Removing the storage book“). 



4. Disconnect the front operator panel cable from the storage book board. 



5. Slide the blue release latch on top of the front operator panel back to remove the operator panel. 



 



6. Turn the front operator panel over and disconnect the LCD system information display panel cable from the 



LCD display panel. 



7. Grasp the tab on the LCD retention latch and pull it to the right to disengage the latch and remove the LCD 



display panel.  
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8. If you are instructed to return the device, follow all packaging instructions, and use any packaging materials 



for shipping that are supplied to you. 



Replacing the LCD system information display panel 



To install the LCD system information display panel, complete the following steps. 



1. Orient the LCD system information display panel so that the LCD connect is next to the LEDs on the operator 



panel. 



2. Lower the LCD system information display panel while aligning the LCD retention latch with the slots on the 



front operator panel; push it in until it clicks in place on the operator panel.  
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3. Reconnect the LCD display panel cable to the LCD display panel. 



 



4. Reinstall the front operator panel  



5. Reconnect the front operator panel cable to the storage book board. 



6. Reinstall the storage book in the server. 



7. Reconnect the power cords and any cables that you removed. 



8. Turn on the peripheral devices and the server. 



Removing and replacing FRUs  



FRUs must be replaced or installed only by trained service technicians. 



Note: The illustrations in this document might differ slightly from the hardware. 



Removing a microprocessor and heat sink 



This information provides instructions on how to remove a microprocessor and heat sink. 



Attention:  



 Be extremely careful, the microprocessor socket contacts are very fragile. 



 Do not allow the thermal grease on the microprocessor and heat sink to come in contact with anything. 



Contact with any surface can compromise the thermal grease and the microprocessor socket. 



 Do not touch the microprocessor contacts. Contaminants on the microprocessor contacts, such as oil from 



your skin, can cause connection failures between the contacts and the socket. 



 Use the microprocessor installation tool that came with the new microprocessor to remove and install the 



microprocessor. 



 Be sure to only install microprocessors that have the same speed, number of cores, and frequency. 



 Each microprocessor socket must always contain either a socket cover or a microprocessor and heat sink. 



 Be sure to use only the microprocessor installation tool provided with the new microprocessor to remove or 



install the microprocessor. Do not use other tools. 



 The microprocessor installation tool has the microprocessor installed on the tool, and might have a 



protective cover over the microprocessor. Do not use the tool or remove the cover from the microprocessor 



until you are instructed to do so. 
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To remove a microprocessor and heat sink, complete the following steps: 



1. Read the safety information and installation guidelines, see “Safety“ and “Installation guidelines“. 



2. Turn off the server (see “Turning off the server“) and all attached peripheral devices. Disconnect all power 



cords; then, disconnect all external cables as necessary to replace the device. 



3. Remove the DDR3 compute book from the server. 



4. Remove the DDR3 compute book cover (see “Removing the DDR3 compute book cover“). 



5. Remove the heat sinks:  



a. Use a screwdriver to loosen the captive screw on one side of the heat sink to break the seal with the 



microprocessor. 



b. Loosen all the captive screws on the heat sink, rotating each screw one full turn until each screw is 



loose.  



 



c. Gently lift the heat sink from the microprocessor. 



6. After removal, place the heat sink on its side on a clean, flat surface. 



7. Open the microprocessor socket release levers and microprocessor retainer. 



Attention: Do not use any tools or sharp objects to lift the release levers on the microprocessor socket. 



Doing so might result in permanent damage to the board. 



a. Locate the two release levers on the microprocessor socket. 



b. Press the release lever on the right down and inward toward the socket and lift it up to the fully open 



position; then, press the release lever on the left down and inward toward the socket and it opens up 



to the fully open position. 



c. Open the microprocessor retainer by lifting up on the retainer tab. (See the following figure.) 



Attention: Do not touch the contacts on the microprocessor and the microprocessor socket. 
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8. Locate the microprocessor installation tools that come with the new microprocessor kit. Use the empty tool 



to remove the failed microprocessor.  



Note: The microprocessor FRU comes with two microprocessor installation tools: one tool is empty and one 



tool comes with a microprocessor and a cover on the bottom of the tool. 



9. Remove the microprocessor from the socket:  



a. Use the empty installation tool and ensure that the handle is in the open position. If the tool handle is 



not in the open position, twist the handle on the microprocessor installation tool counterclockwise so 



that it is in the open position. (See the following figure.)  



 



b. Align the holes on the installation tool with the screws on the microprocessor bracket, then lower the 



microprocessor installation tool down over the microprocessor. The installation tool rests flush on the 



socket only if it is aligned correctly.  (See the following figure.) 



 



c. Gently twist the handle on the installation tool clockwise to the closed position and lift the 



microprocessor out of the socket. 
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10. Place the microprocessor on a static-protective surface. Remove the microprocessor from the installation 



tool by twisting the handle counterclockwise. (See the following figure.)  



 



11. If you are instructed to return the microprocessor, follow all packaging instructions, and use any packaging 



materials for shipping that are supplied to you. Do not return the microprocessor installation tool. 



Replacing a microprocessor and heat sink 



Attention: When you handle static-sensitive devices, take precautions to avoid damage from static electricity. For 



details about handling these devices, see “Handling static-sensitive devices“. 



Notes:  



 Use the microprocessor installation tool that came with the new microprocessor kit to remove the 



microprocessor from the server. 



 Be extremely careful when handling the microprocessor, the microprocessor socket contacts are very fragile. 



 Do not allow the thermal grease on the microprocessor and heat sink to come in contact with anything. 



Contact with any surface can compromise the thermal grease and the microprocessor socket. 



 Do not touch the microprocessor contacts. Contaminants on the microprocessor contacts, such as oil from 



your skin, can cause connection failures between the contacts and the socket. 



 Be sure to only install microprocessors that have the same speed, number of cores, and frequency. 



 Each microprocessor socket must always contain either a socket cover or a microprocessor and heat sink. 



 Be sure to use only the microprocessor installation tool provided with the new microprocessor to remove or 



install the microprocessor. Do not use other tools. 



 The microprocessor installation tool has the microprocessor installed on the tool, and might have a protective 



cover over the microprocessor. Do not use the tool or remove the cover from the microprocessor until you are 



instructed to do so. 



 The server supports up to four Intel Xeon dual-core or quad-core microprocessors (one microprocessor on 



each DDR3 compute book). 



To replace a microprocessor and heat sink, complete the following steps: 



1. Install the microprocessor:  



a. Make sure that the microprocessor socket levers and retainer are in the open position. 
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b. Open the packaging that contains the new microprocessor kit. 



c. Carefully remove the microprocessor installation tool assembly from the package. 



Attention:  



 The microprocessor FRU comes with two microprocessor tools: one tool is empty and one tool 



comes with a microprocessor and a cover on the bottom of the tool. 



 Do not touch the microprocessor socket contacts. Contaminants on the microprocessor contacts, 



such as oil from your skin, can cause connection failures between the contacts and the socket. 



 Handle the microprocessor carefully. Dropping the microprocessor during installation or removal 



can damage the contacts. 



 Do not use excessive force when you press the microprocessor into the socket. 



 Make sure that the microprocessor is oriented, aligned, and positioned in the socket before you 



try to close the lever. 



d. Release the sides of the microprocessor protective cover on the bottom of the microprocessor and 



carefully remove the cover from the installation tool. The microprocessor is preinstalled on the 



installation tool. (See the following figure.) 



 



e. Carefully align the microprocessor installation tool over the microprocessor socket. The 



microprocessor is keyed to ensure that the microprocessor is installed correctly. 
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f. Twist the handle on the microprocessor tool counterclockwise to the open position (as shown in the 



illustration) to insert the microprocessor into the socket. The microprocessor rests flush on the socket 



only if it is properly installed. 



 



Notes:  



 Do not press the microprocessor into the socket. 



 Do not touch the thermal grease on the bottom of the heat sink or on top of the microprocessor. 



Touching the thermal grease will contaminate it. 



 Make sure that the microprocessor is oriented and aligned correctly in the socket before you close 



the microprocessor bracket frame. 



g. Lift the microprocessor installation tool from the socket. 



h. Remove the microprocessor dust cover. 
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i. Close the microprocessor retainer. 



j. Carefully close the microprocessor release levers to the closed position to secure the microprocessor in 



the socket. Make sure that you close the release lever on the left; then, close the release lever on the 



right. 



2. If you are installing a new heat sink, remove the plastic protective cover from the bottom of the heat sink. if 



you are reinstalling a heat sink that you removed earlier, make sure that the thermal grease is still on the 



bottom of the heat sink and on the top of the microprocessor. 



Attention: 



 If you are installing a new heat sink, do not set down the heat sink after you remove the plastic cover. 



 Do not touch the thermal grease on the bottom of the heat sink. Touching the thermal grease will 



contaminate it. 



 Position the heat sink over the microprocessor. The heat sink is keyed to assist with proper alignment. 



 Align the screws on the heat sink with the holes on the heat sink retention module. 



 



3. Press firmly on the center of the heat sink, then press firmly on the captive screws and tighten them with 



a screwdriver, alternating between the screws in a figure-8 pattern, as indicated on the heat sink label. 



Rotate each screw one full rotation at a time. Repeat this process until the screws are tightened. You can 
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damage the microprocessor if you tighten the screws on one side first, rather than alternating between 



screws. Do not over tighten the screws with excessive force. 



4. Reinstall the DDR3 compute book cover (see “Replacing the DDR3 compute book cover“). 



5. Reinstall the DDR3 compute book into the server. 



6. Reconnect the power cords and any cables that you removed. 



7. Turn on the peripheral devices and the server. 



Thermal grease 



This topic provides instructions about how to replace contaminated thermal grease on a microprocessor. 



The thermal grease must be replaced whenever the heat sink has been removed from the top of the 



microprocessor and is going to be reused or when debris is found in the grease. 



When you are installing the heat sink on the same microprocessor that is was removed from, make sure that the 



following requirements are met:  



 The thermal grease on the heat sink and microprocessor is not contaminated. 



 Additional thermal grease is not added to the existing thermal grease on the heat sink and microprocessor. 



Notes:  
 Read the Safety information in “Safety“. 



 Read the “Installation guidelines“. 



 Read “Handling static-sensitive devices“. 



To replace damaged or contaminated thermal grease on the microprocessor and heat sink, complete the following 



steps: 



1. Place the heat sink on a clean work surface. 



2. Remove the cleaning pad from its package and unfold it completely. 



3. Use the cleaning pad to wipe the thermal grease from the bottom of the heat sink.  



Note: Make sure that all of the thermal grease is removed. 



4. Use a clean area of the cleaning pad to wipe the thermal grease from the microprocessor; then, dispose of 



the cleaning pad after all of the thermal grease is removed.  





file:///C:/IBMrebrand/8230%206986-000/replacing_the_compute_book_covers.html


file:///C:/IBMrebrand/8230%206986-000/nn1em_r_fmsafety.html%23nn1em_r_fmsafety


file:///C:/IBMrebrand/8230%206986-000/nn1em_r_ugch2installguidelines.html%23nn1em_r_ugch2installguidelines


file:///C:/IBMrebrand/8230%206986-000/nn1em_r_ugch2staticsensitive.html%23nn1em_r_ugch2staticsensitive








Installation and Service Guide 



319 
8230 6986-000 



5. Use the thermal-grease syringe to place 9 uniformly spaced dots of 0.02 ml each on the top of the 



microprocessor as shown in the following figure. The outermost dots must be within approximately 5 mm of 



the edge of the microprocessor to ensure uniform distribution of the grease. 



 



 



Note: If the grease is properly applied, approximately half of the grease will remain in the syringe. 



6. Install the heat sink onto the microprocessor as described in “Replacing a microprocessor and heat sink”. 



Removing a DDR3 compute book 



To remove the DDR3 compute book, complete the following steps: 



1. Read the safety information that begins on page “Safety“ and “Installation guidelines“ . 



2. Turn off the server (see “Turning off the server“) and all attached peripheral devices. Disconnect all power 



cords; then, disconnect all external cables as necessary to replace the device. 



3. Pull the top fan handle down and slide the blue release latch above the fan to the right to release the DDR3 



compute book cam handle. 
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4. Rotate the cam handle all the way down and slide the module out of the server. Place one hand under the 



center of the compute book to support it while sliding it out of the server. (See the following figure.)  



 



5. Remove the DDR3 compute book covers. Press down on both blue touch points and slide the cover toward 



the rear of the DDR3 compute book. 



6. Remove the microprocessor and heat sink. (See “Removing a microprocessor and heat sink“.) 



7. Remove the DIMMs. (See “Removing a memory module“.) 



8. Remove the fans. (See “Removing a hot-swap fan assembly“.) 



If you are instructed to return the DDR3 compute book follow all packaging instructions, and use any packaging 



materials for shipping that are supplied to you. 



Replacing a DDR3 compute book 



Note: The information and installation procedures in this documentation apply to both the 4-socket and the 8-



socket configurations of the server, unless otherwise specified. Most of the illustrations in the documentation show 



the 4-socket configuration of the server. 



The following are points to consider when you install the DDR3 compute book in the server: 



 The DDR3 compute books should be installed from left to right (facing the front of the server). 



 A minimum of two DDR3 compute books must be installed in the 4-socket (x3850 X6) server. 



 A minimum of four DDR3 compute books must be installed in the 8-socket (x3950 X6) server. 



 Each DDR3 compute book must have a minimum of one microprocessor and one DIMM installed. 



 The 4-socket server supports DDR3 compute book configurations of two or four, which are the only 



configurations supported. 



 



The following tables list the installation sequence for the supported DDR3 compute book configurations for 



the 4-socket server. 
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Table 56. Installation sequence for the two compute books configuration for a 4-socket server 



Compute book  bay 1 bay 2 bay 3 bay 3 



1 compute book 1       



2   compute book 2     



Table 57. Installation sequence for the four compute books configuration for a 4-socket server 



Compute book  Bay 1  Bay 2 Bay 3 Bay 4 



1 compute book 1       



2   compute book 2     



3     compute book 3   



4       compute book 4 



 The 8-socket server supports DDR3 compute book configurations of four, six, or eight. These are the only 



configurations supported. The following tables list the installation sequence for the supported DDR3 



compute book configurations. 



Table 58. Installation sequence for the four compute books configuration for an 8-socket server 



Compute 



book  



Top node 



(bay 1) 



Top node 



(bay 2) 



Top 



node 



(bay 3) 



Top 



node 



(bay 4) 



Bottom 



node (bay 



1)  



Bottom 



node (bay 



2) 



Bottom 



node (bay 



3) 



Bottom 



node (bay 



4) 



1 compute 



book 1 



              



2   compute 



book 2 



            



3         compute 



book 3 



      



4           compute 



book 4 
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Table 59. Installation sequence for the six compute books configuration for an 8-socket server 



Compute 



book  



Top node 



(bay 1) 



Top node 



(bay 2) 



Top 



node 



(bay 3) 



Top 



node 



(bay 4) 



Bottom 



node (bay 



1) 



Bottom 



node (bay 



2) 



Bottom 



node (bay 



3) 



Bottom 



node (bay 



4) 



1 compute 



book 1 



              



2   compute 



book 2 



            



3         compute 



book 3 



      



4           compute 



book 4 



    



5             compute 



book 5 



  



6               compute 



book 6 



 The following table lists the installation sequence for the eight-book configuration for the 8-socket server. 



Table 60. Installation sequence for the eight compute books configuration for an 8-socket server 



Compute 



book  



Top node 



(bay 1) 



Top node 



(bay 2) 



Top node 



(bay 3) 



Bottom 



node (bay 



4) 



Bottom 



node (bay 



1) 



Bottom 



node (bay 



2) 



Bottom 



node (bay 



3) 



Bottom 



node (bay 



4)  



1 compute 



book 1 



              



2   compute 



book 2 



            



3         compute 



book 3 



      



4           compute 



book 4 



    



5     compute 



book 5 
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Table 60. Installation sequence for the eight compute books configuration for an 8-socket server 



Compute 



book  



Top node 



(bay 1) 



Top node 



(bay 2) 



Top node 



(bay 3) 



Bottom 



node (bay 



4) 



Bottom 



node (bay 



1) 



Bottom 



node (bay 



2) 



Bottom 



node (bay 



3) 



Bottom 



node (bay 



4)  



6             compute 



book 6 



  



7       compute 



book 7 



        



8               compute 



book 8 



 For more information about the DDR3 compute book, see “DDR3 compute book“. For more information 



about installing DIMMs, see “Installing a memory module“. 



To install the DDR3 compute book, complete the following steps: 



1. Reinstall the microprocessor and heat sink on the new compute book (see “Replacing a microprocessor and 



heat sink“). 



2. Reinstall the DIMMs (see “Replacing a memory module“). 



3. Replace the DDR3 compute book covers. Align the cover over the rear of the compute book and slide it 



forward (toward the front of the compute book) until it is seated in place. 



4. Reinstall the fans (see “Replacing a hot-swap fan assembly“). 



5. Align the DDR3 compute book with the slot on the server and slide it in the server. Place one hand under the 



center of the compute book to support it while sliding it into the server. (See the following figure.) 



 



6. Rotate the cam handle all the way up and push it into the server until it locks in place. 



7. Reconnect the power cord and any cables that you removed. 



8. Turn on the peripheral devices and the server. 
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Removing a 750-watt -48 volt to -60 volt dc power supply 



When you remove a 750-watt -48 V to -60 V dc power supply, observe the following precautions. 



Statement 8 



 



CAUTION: 



Never remove the cover on a power supply or any part that has the following label attached.  



 



Hazardous voltage, current, and energy levels are  



present inside any component that has this label  



attached. There are no serviceable parts inside these  



components. If you suspect a problem with one of these  



parts, contact a service technician. 
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To remove a 750-watt -48 V to -60 V dc power supply, complete the following steps: 



1. Read the safety information and installation guidelines, see “Safety“ and “Installation guidelines“.  



2. Turn off the server (see “Turning off the server“) and remove the peripheral devices cables, excluding the 



power supply cable. Disconnect all external cables from the server.  



Attention: When you handle static-sensitive devices, take precautions to avoid damage from static 



electricity. For details about handling these devices, see “Handling static-sensitive devices“. 



3. Turn off the circuit breaker(s) for the power supplies. 



4. If the server is in a rack, at the back of the server, pull back the cable management arm to gain access to the 



rear of the server and the power supply. 
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5. Press and hold the orange release tab to the left. Grasp the power supply handle and pull the power supply 



out of the server.  



 



6. Detach the dc power cable from the power supply. 



7. If you are not installing a new power supply, reinstall the power supply filler in the bay. 



8. Facing the rear of the server, pull the spacer release tab on the power supply spacer to the right, use your 



finger to grasp the hole on the side of the spacer, and slide the power supply spacer out of the server.  



Note: You only need to remove the spacer if you are removing all of the 750-watt -48 V to -60 V dc power 



supplies or 900-watt power supplies from the server and installing 1400-watt power supplies. 



9. Set the power supply spacer aside. 



10. If you are instructed to return the power supply, follow all packaging instructions, and use any packaging 



materials for shipping that are supplied to you. 



Replacing a 750-watt -48 volt to -60 volt dc power supply 



The following points provide information that you must consider when you install a 750-watt -48 V to -60 V dc 



power supply. To confirm that the server supports the power supply that you are installing, see the support site for 



compatibility information. 



Attention: 



 This information applies to both the 4-socket and 8-socket servers. 



 Only trained service technicians are authorized to install and remove the 750-watt -48 V to -60 V dc power 



supply, and make connections to or disconnections from the 750-watt -48 V to -60 V dc power source. 



 You are responsible for ensuring that only trained service technicians install or remove the -48 V to -60 V dc 



power cable. 



 To reduce the risk of electric shock or energy hazards when installing the 750-watt -48 V to -60 V dc power 



supplies, take the following steps: 



 Use a circuit breaker that is rated 40 amps. 
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 Use 4 mm2 (10 AWG) at 60° C copper wire. 



 Cut the power cable wires to the correct length, but do not cut the wires shorter than 150 mm (6 



inches). 



 Torque the wiring-terminal screws to 0.50 ~ 0.60 newton-meters (4.43 ~ 5.31 inch-pounds). 



 Four 750-watt -48 dc power supplies is the only 750-watt -48 volt dc power supply configuration that the 



server supports (per 4-socket node). 



 For more notes and information that you must consider when you install power supplies in the server, see 



“Installing power supplies“. 



Statement 8 



 



CAUTION: 



Never remove the cover on a power supply or any part that has the following label attached.  



 



Hazardous voltage, current, and energy levels are present inside  



any component that has this label attached. There are no  



serviceable parts inside these components. If you suspect a 



problem with one of these parts, contact a service technician. 
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To install a 750-watt -48 V to -60 V dc power supply, complete the following steps: 



1. Touch the static-protective package that contains the power supply to any unpainted metal surface on the 



server; then, remove the power supply from the package and place it on a static-protective surface. 



2. Make sure that the circuit breaker for the dc power supply is off. 
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3. Attach the dc power cable to the new power supply. Make sure that the power cable wires are connected 



securely to the -48 V, ground, and to the -48 V return terminals (as shown in the following illustration). 



 



4. Facing the rear of the server, insert the power supply spacer into the left side of the power-supply bay 



(against the bay wall) against the wall on the left side of the power supply bay, if you removed it. 



 



5. Slide the power supply spacer into the bay until it snaps into place on the tabs that are on the side of the 



bay. 



6. Grasp the handle on the rear of the power supply and slide the power supply forward into the power-supply 



bay until it clicks. Make sure that the power supply connects firmly into the power-supply connector. 



7. Route the power cord through the hook-and-loop strap so that it does not accidentally become 



disconnected. 



8. Turn on the circuit breaker(s) for the dc power supplies. 



9. Reconnect any external cables that you disconnected. 



10. Turn on the server and the peripheral devices. 



11. Make sure that the server starts correctly and recognizes the newly installed device, and make sure that no 



error LEDs are lit. 
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Removing the midplane 



To remove the chassis midplane, complete the following steps: 



Note: This procedure for removing the midplane applies to both the 4-socket and the 8-socket configurations of the 



server, unless otherwise specified. 



1. Read the safety information and installation guidelines, see “Safety“ and “Installation guidelines“. 



2. Turn off the server (see “Turning off the server“) and all attached peripheral devices. Disconnect all power 



cords; then, disconnect all external cables from the server. 



3. Slide all of the compute books, compute book fillers, and the storage book out of the front of the server 



slightly. 



4. Remove all of the components from the rear of the server. 



5. Press the blue buttons on the interior wall of the shuttle to release the shuttle cam handles and rotate the 



handles all the way down. 



6. Grasp the shuttle with your hand through the hole on the center of the shuttle and grasp the bottom of the 



shuttle with your other hand and slide the shuttle out of the chassis.  (See the following figure.) 
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7. Lift the midplane all the way up (off of the alignment pins on the shuttle) and remove the midplane from the 



shuttle.  (See the following figure.) 



 



If you are instructed to return the midplane, follow all packaging instructions, and use any packaging materials for 



shipping that are supplied to you. 



Replacing the midplane 



To replace the chassis midplane, complete the following steps: 



Note: This procedure for replacing the midplane applies to both the 4-socket and the 8-socket configurations of the 



server, unless otherwise specified. 



1. Align the slots on the sides of the midplane with the alignment pins on the shuttle and lower the midplane 



onto the pins until the midplane is seated in place.  
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2. Grasp the shuttle with your hand through the hole on the center of the shuttle and grasp the bottom of the 



shuttle with your other hand and align it with the shuttle slot; then, slide the shuttle into the chassis until it is 



seated firmly.  (See the following figure.) 



 



3. Rotate the shuttle cam handles up until they lock in place on the chassis. 



4. Reinstall all of the components in the rear of the server. 



5. Slide the components in the front of the server back into the server. 



6. Reconnect the power cords and any cables that you removed. 



7. Turn on the peripheral devices and the server. 



Removing the shuttle 



To remove the chassis shuttle, complete the following steps: 



1. Read the safety information and installation guidelines, see “Safety“ and “Installation guidelines“. 



2. Turn off the server (see “Turning off the server“) and all attached peripheral devices. Disconnect all power 



cords; then, disconnect all external cables from the server. 



3. Slide all of the components in the front of the server out slightly  



4. Remove all of the components from the rear of the server. 



5. Remove the shuttle.  



 For the 4U server configuration, do the following: 



a. Press the blue buttons on the interior wall of the shuttle to release the shuttle cam handles and 



rotate the handles all the way down. 
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b. Grasp the shuttle with your hand through the hole on the center of the shuttle and grasp the 



bottom of the shuttle with your other hand and slide the shuttle out of the chassis.  (See the 



following figure.) 



 



 For the 8U server configuration, do the following: 



a. Press the blue buttons on the interior wall of the bottom node shuttle to release the shuttle cam 



handles (do not rotate the handles down).  (See the following figure.) 
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b. Press the blue buttons on the interior wall of the top node shuttle to release the shuttle cam 



handles and rotate the handles all the way down. 



c. Now rotate the cam handles on the bottom node shuttle all the way down. 



 



d. Grasp the shuttle with your hand through the hole on the center of the shuttle and grasp the 



bottom of the shuttle with your other hand and slide the shuttle out of the chassis. 



6. Lift the midplane all the way up (off the alignment pins on the shuttle) and remove it from the shuttle. (See 



the following figure.) 



 



If you are instructed to return the shuttle, follow all packaging instructions, and use any packaging materials for 



shipping that are supplied to you. 
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Replacing the shuttle 



To replace the chassis shuttle, complete the following steps: 



Note: This procedure is for both the 4U (4-socket) and 8U (8-socket) server configurations. 



1. Reinstall the midplane. Align the slots on the sides of the midplane with the alignment pins on the shuttle 



and lower the midplane onto the pins until the midplane is seated in place on the shuttle.  



 



2. Make sure that the cam handles are open. Grasp the shuttle with your hand through the hole on the center 



of the shuttle and grasp the bottom of the shuttle with your other hand and align it with the shuttle slot; 



then, slide the shuttle into the chassis until it is seated firmly.  



The following figure shows the the 4U shuttle: 
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The following figure shows the 8U shuttle: 



 



3. Rotate the shuttle cam handles up until they lock in place on the chassis. 



4. Reinstall all of the components in the rear of the server. 



5. Slide the components in the front of the server back into the server. 



6. Reconnect the power cords and any cables that you removed. 



7. Turn on the peripheral devices and the server. 
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Appendix A. Services and support 



This section discusses how you can obtain support and report problems. It also describes the warranty, services, 



and information resources related to Unisys servers. 



Unisys eService portal 



The Unisys eService portal provides service and support for all Unisys customers. It enables you to submit 



electronic service and support requests, and access technical information related to your supported Unisys 



products. 



You can access the eService portal at the following URL: 



http://www.service.unisys.com 



To access portal, you must log in. If you do not have credentials, click Register now and follow the prompts. 



Once you log in to the eService portal, you can 



 Access the Product Support Knowledge Base for the latest product information, documentation, interim 



corrections, and so on. See “Product Support knowledge base” for more detailed information about the 



knowledge base. 



 Create a new service incident, or view and manage any existing service incidents. 



Your Unisys representative can help you get oriented to the Unisys eService portal. 



Product Support Knowledge Base 



The Product Support Knowledge Base is the Unisys repository for all information related to its products. If you are 



logged in to the Unisys eService portal, you can access the Product Support Knowledge Base without reentering 



your authentication information. To access the knowledge base from the eService portal, use one of the following 



methods: 



 Click the Product Support Knowledge Base link in the upper left corner of the page. 



 Select the Knowledge Base tab or link. 



You can also directly access the Product Support Knowledge Base by navigating to the following URL and logging in: 



http://www.support.unisys.com 



Note: If you do not log in, you can access only the Unisys product documentation and the other topics listed under 



Public Information. 





http://www.service.unisys.com/


http://www.support.unisys.com/








Installation and Service Guide 



340 
8230 6986-000 



The types of information in the knowledge base vary depending on the product. However, the following 



information is typically available for most products: 



 Product documentation: The Documentation option enables you to view and search Unisys product 



documentation. 



 Product support documents: The Search and Support Database options provide methods to help you 



locate product support documents such as user communication forms (UCF), contacts, problem list 



entries (PLE), and so on related to a product. 



 Technical bulletins: Use the Recent Alerts option to view any technical bulletins issued by Unisys. 



Technical bulletins alert you to an issue that may require your attention. If you register to receive alert 



notifications, Unisys automatically sends you a mail message whenever it issues a new technical bulletin. 



 Fixes or interim corrections: The Fixes, Interim Correction, or ICs options indicate that a fix or correction 



is available for that product. 



 Drivers and downloads: The Drivers and Downloads option displays all the available device drivers or 



software that you can download. 



 FAQs: The Online Services FAQs option on the Product Support Home page displays information related 



to the support process and the support documents in the knowledge base. Individual products may also 



have an FAQ option for any questions and answers related to that product. 



Warranty 



The Unisys service warranty provides hardware support and software media replacement. To ensure proper levels 



of support, customers should review the service warranty, which provides coverage on a next-business-day basis. 



This coverage is offered 8:00 a.m. to 5:00 p.m., Monday through Friday. Coverage includes only those hardware 



services that are essential in providing basic reactive support. 



Unisys warrants the software media against defects for 90 days. 



Services overview 



Unisys offers a range of technical support and maintenance services so that customers can select the appropriate 



support for their systems. In addition, Unisys offers the global support that customers need to greatly minimize 



downtime and provide for reliable performance for business-critical Unisys system software, applications, and 



hardware. The following add-on services are available: 



 Same-business-day support and extended hours of coverage for hardware 



 Software support for applications and operating system software 
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 Patch updates and management services 



 Remote system health check services 



 Support account manager 



Contact a Unisys sale representative to obtain information about additional support services. 



Service Tasks and Responsibilities 



The following table provides an outline of the service tasks, responsibilities, and billable services for Unisys servers. 



Table 61. Service Tasks and Responsibilities 



Service Task Responsibility Billable Services 



Initial system hardware installation User Installation charges apply if a customer wants 



Unisys to install a customer-installable system 



package. 



Initial system and operating 



system configuration 



User Optional charge applies if Unisys performs 



the service. Various offerings are 



recommended and available. 



Hardware upgrade Unisys Installation service charge is typically part of 



an upgrade style. 



Platform firmware User Upgrade service is offered by Unisys. 



Partition operating system and 



applicable drivers 



User Upgrade service is offered by Unisys. 



Unisys Support Center support Unisys Requires a support contract or time and 



material billing. 
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Hardware Maintenance 



There are two types of replaceable units on Unisys servers: 



 Customer-replaceable units (CRUs). A CRU is replaced by the customer. 



 Field-replaceable units (FRUs). A FRU is replaced by Unisys. 



See “Parts listing” for a list of the CRUs and FRUs. 



Unisys has two levels of service plans, one in which the client replaces the CRU, and one in which Unisys replaces 



both CRUs and FRUs. 



If Unisys determines that your issue can be addressed by shipping a replacement part to you for installation in your 



system (a “Customer Replaceable Unit” or CRU), Unisys will ship a replacement part to your site (“replacement 



CRU”). Unisys will use commercially reasonable efforts to send a replacement CRU consistent with the response 



time set forth in your maintenance agreement. 



The client is responsible for ensuring that the malfunctioning part being replaced (“malfunctioning hardware”) is 



returned to Unisys (or the vendor) in accordance with all Unisys shipping or courier instructions. You agree to pay 



the published list price of any replacement CRU in the event that you fail to return the corresponding 



malfunctioning hardware (except the internal hard drives which do not have to be returned). Replacement CRUs 



will be of new or like-new quality. Replacement CRUs assume the warranty status of the system into which they 



are installed, or 90 days, whichever is longer. 



Web Resources 



Visit the following web sites for information about your system. 



Unisys support (www.support.unisys.com) 



The product support web site provides various types of support information about Unisys products. Find your 



product and then drill down to access information; 



Unisys (www.unisys.com) 



The Unisys web site provides information about Unisys products and services. 



SharkRack, Inc. 



SharkRack, Inc. is a supplier of cabinets for Unisys servers. For information about these cabinets, visit their web site 



at the following URL: 



http://www.sharkrack.com/products.asp?category=TigerShark2 
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Appendix B. Notices 



Various pieces of information are provided here to aid you in areas of importance or that might be particular to 



your country. 



Important notes 



Processor speed indicates the internal clock speed of the microprocessor; other factors also affect application 



performance. 



CD or DVD drive speed is the variable read rate. Actual speeds vary and are often less than the possible maximum. 



When referring to processor storage, real and virtual storage, or channel volume, KB stands for 1024 bytes, MB 



stands for 1,048,576 bytes, and GB stands for 1,073,741,824 bytes. 



When referring to hard disk drive capacity or communications volume, MB stands for 1,000,000 bytes, and GB 



stands for 1,000,000,000 bytes. Total user-accessible capacity can vary depending on operating environments. 



Maximum internal hard disk drive capacities assume the replacement of any standard hard disk drives and 



population of all hard disk drive bays with the largest currently supported drives that are available from Unisys. 



Maximum memory might require replacement of the standard memory with an optional memory module. 



Each solid-state memory cell has an intrinsic, finite number of write cycles that the cell can incur. Therefore, a 



solid-state device has a maximum number of write cycles that it can be subjected to, expressed as total bytes 



written (TBW). A device that has exceeded this limit might fail to respond to system-generated commands or 



might be incapable of being written to. Unisys is not responsible for replacement of a device that has exceeded its 



maximum guaranteed number of program/erase cycles, as documented in the Official Published Specifications for 



the device. 



Some software might differ from its retail version (if available) and might not include user manuals or all program 



functionality. 



Particulate contamination 



Attention: Airborne particulates (including metal flakes or particles) and reactive gases acting alone or in 



combination with other environmental factors such as humidity or temperature might pose a risk to the device 



that is described in this document. 
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Risks that are posed by the presence of excessive particulate levels or concentrations of harmful gases include 



damage that might cause the device to malfunction or cease functioning altogether. This specification sets forth 



limits for particulates and gases that are intended to avoid such damage. The limits must not be viewed or used as 



definitive limits, because numerous other factors, such as temperature or moisture content of the air, can 



influence the impact of particulates or environmental corrosives and gaseous contaminant transfer. In the absence 



of specific limits that are set forth in this document, you must implement practices that maintain particulate and 



gas levels that are consistent with the protection of human health and safety. If Unisys determines that the levels 



of particulates or gases in your environment have caused damage to the device, Unisys may condition provision of 



repair or replacement of devices or parts on implementation of appropriate remedial measures to mitigate such 



environmental contamination. Implementation of such remedial measures is a customer responsibility. 



Table 62. Limits for particulates and gases 



Contaminant Limits 



Particulate  The room air must be continuously filtered with 40% atmospheric dust spot efficiency 



(MERV 9) according to ASHRAE Standard 52.2
1
. 



 Air that enters a data center must be filtered to 99.97% efficiency or greater, using high-



efficiency particulate air (HEPA) filters that meet MIL-STD-282. 



 The deliquescent relative humidity of the particulate contamination must be more than 



60%
2
. 



 The room must be free of conductive contamination such as zinc whiskers. 



Gaseous  Copper: Class G1 as per ANSI/ISA 71.04-1985
3
 



 Silver: Corrosion rate of less than 300 Å in 30 days 



 
1
 ASHRAE 52.2-2008 - Method of Testing General Ventilation Air-Cleaning Devices for Removal Efficiency by 



Particle Size. Atlanta: American Society of Heating, Refrigerating and Air-Conditioning Engineers, Inc. 



 
2
 The deliquescent relative humidity of particulate contamination is the relative humidity at which the dust 



absorbs enough water to become wet and promote ionic conduction. 



 
3
 ANSI/ISA-71.04-1985. Environmental conditions for process measurement and control systems: Airborne 



contaminants. Instrument Society of America, Research Triangle Park, North Carolina, U.S.A. 



Telecommunication regulatory statement 



This product may not be certified in your country for connection by any means whatsoever to interfaces of public 



telecommunications networks. Further certification may be required by law prior to making any such connection. 



Electronic emission notices 



When you attach a monitor to the equipment, you must use the designated monitor cable and any interference 



suppression devices that are supplied with the monitor. 
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Federal Communications Commission (FCC) statement 



Note: This equipment has been tested and found to comply with the limits for a Class A digital device, pursuant to 



Part 15 of the FCC Rules. These limits are designed to provide reasonable protection against harmful interference 



when the equipment is operated in a commercial environment. This equipment generates, uses, and can radiate 



radio frequency energy and, if not installed and used in accordance with the instruction manual, may cause harmful 



interference to radio communications. Operation of this equipment in a residential area is likely to cause harmful 



interference, in which case the user will be required to correct the interference at his/her own expense. 



Properly shielded and grounded cables and connectors must be used in order to meet FCC emission limits. Unisys 



is not responsible for any radio or television interference caused by using other than recommended cables and 



connectors or by unauthorized changes or modifications to this equipment. Unauthorized changes or modifications 



could void the user's authority to operate the equipment. 



This device complies with Part 15 of the FCC Rules. Operation is subject to the following two conditions: (1) this 



device may not cause harmful interference, and (2) this device must accept any interference received, including 



interference that might cause undesired operation. 



Industry Canada Class A emission compliance statement 



This Class A digital apparatus complies with Canadian ICES-003. 



Avis de conformité à la réglementation d'Industrie Canada 



Cet appareil numérique de la classe A est conforme à la norme NMB-003 du Canada. 



Australia and New Zealand Class A statement 



Attention: This is a Class A product. In a domestic environment this product may cause radio interference in which 



case the user may be required to take adequate measures. 



European Union EMC Directive conformance statement 



This product is in conformity with the protection requirements of EU Council Directive 2004/108/EC on the 



approximation of the laws of the Member States relating to electromagnetic compatibility. Unisys cannot accept 



responsibility for any failure to satisfy the protection requirements resulting from a nonrecommended 



modification of the product, including the fitting of non-Unisys option cards. 



Attention: This is an EN 55022 Class A product. In a domestic environment this product may cause radio 



interference in which case the user may be required to take adequate measures. 



Further information detailing the European Community contact is available from Unisys upon request. 
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Germany Class A statement 



Deutschsprachiger EU Hinweis: Hinweis für Geräte der Klasse A EU-Richtlinie zur Elektromagnetischen 



Verträglichkeit 



Dieses Produkt entspricht den Schutzanforderungen der EU-Richtlinie 2004/108/EG zur Angleichung der 



Rechtsvorschriften über die elektromagnetische Verträglichkeit in den EU-Mitgliedsstaaten und hält die 



Grenzwerte der EN 55022 Klasse A ein. 



Um dieses sicherzustellen, sind die Geräte wie in den Handbüchern beschrieben zu installieren und zu betreiben. 



Des Weiteren dürfen auch nur von der Unisys empfohlene Kabel angeschlossen werden. Unisys übernimmt keine 



Verantwortung für die Einhaltung der Schutzanforderungen, wenn das Produkt ohne Zustimmung der Unisys 



verändert bzw. wenn Erweiterungskomponenten von Fremdherstellern ohne Empfehlung der Unisys 



gesteckt/eingebaut werden. 



EN 55022 Klasse A Geräte müssen mit folgendem Warnhinweis versehen werden: Warnung: Dieses ist eine 



Einrichtung der Klasse A. Diese Einrichtung kann im Wohnbereich Funk-Störungen verursachen; in diesem Fall kann 



vom Betreiber verlangt werden, angemessene Maßnahmen zu ergreifen und dafür aufzukommen. 



Deutschland: Einhaltung des Gesetzes über die elektromagnetische 
Verträglichkeit von Geräten 



Dieses Produkt entspricht dem Gesetz über die elektromagnetische Verträglichkeit von Geräten (EMVG). Dies ist 



die Umsetzung der EU-Richtlinie 2004/108/EG in der Bundesrepublik Deutschland. 



Zulassungsbescheinigung laut dem Deutschen Gesetz über die 
elektromagnetische Verträglichkeit von Geräten (EMVG) (bzw. der EMC EG 
Richtlinie 2004/108/EG) für Geräte der Klasse A 



Dieses Gerät ist berechtigt, in Übereinstimmung mit dem Deutschen EMVG das EG-Konformitätszeichen - CE - zu 



führen.  



Generelle Informationen: 



Das Gerät erfüllt die Schutzanforderungen nach EN 55024 und EN 55022 Klasse A. 



Japan VCCI Class A statement 
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This is a Class A product based on the standard of the Voluntary Control Council for Interference (VCCI). If this 



equipment is used in a domestic environment, radio interference may occur, in which case the user may be 



required to take corrective actions. 



Japan Electronics and Information Technology Industries Association (JEITA) 
statement 



 



Japan Electronics and Information Technology Industries Association (JEITA) Confirmed Harmonics Guidelines with 



Modifications (products greater than 20 A per phase) 



Korea Communications Commission (KCC) statement 



 



This is electromagnetic wave compatibility equipment for business (Type A). Sellers and users need to pay 



attention to it. This is for any areas other than home. 



Russia Electromagnetic Interference (EMI) Class A statement 



 



People's Republic of China Class A electronic emission statement 
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Taiwan Class A compliance statement 
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ES7000 - 7600R Teardown Instructions



This zip file contains the product installation manuals for the four generations of the ES7000-7600R product line (which shipped from 2008 through 2015).  Select the appropriate manual based on generation (G1, G2, G3, G4), and refer to the hardware (and optional device) installation sections for guidance on teardown.
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Authorization is hereby provided to you to copy this document provided such copies are used for non-commercial 
purposes and solely for use within your organization. No license is granted herein expressly, impliedly, by estoppel 
or otherwise under any patent or to use any trademark of Unisys Corporation or of any other party. No other rights 
under any copyrights of Unisys Corporation or any other party are granted herein, except as expressly stated 
above. This document is subject to change without notice.  
 
For more information, contact: EOL.Disassembly@unisys.com  
 
© 2009 Unisys Corporation. All rights reserved. 


 
Purpose: 


This document describes how to disassemble a device that is no longer in use in order to remove WEEE‐
identified items for disposal.  This document should not be used for any other purpose. 
 
Scope: 


This document is intended for use by end‐of‐life recyclers and treatment facilities. This document 
provides basic instructions for the disassembly of the specified Unisys supplied product and for removal 
of components and materials requiring selective treatment. 


 
Product Identification:
Marketing Style Number: ES7000/One, Dorado 3xx, Libra 6xx, FSxxxx, VSExxxx 
Description: Configured Servers 
 
 
Product Disassembly Process Index:  
 
Page# Description


2 Tools required for disassembly 
3 Location of typically installed components 
4 Remove front/rear doors 
5 Remove side panels 
6 Remove cell fascias, filler panels 
7 Remove cabinet cabling 
9 LCD/keyboard tray 


11 Remove server cell components 
17 Removing miscellaneous components 
19 Disassembly and disposal instructions for individual cell and miscellaneous component 


equipment 
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Flathead 
screwdriver 


 


 


Phillips screwdriver 


 


Torx driver 


 
Hex driver 


Wire cutters, 
Needlenose pliers 


   
  


 
 


2/10/2009 Unisys: End-of-Life Disassembly Instructions for Zorro Products 2 of 18 


 
 







End-of-Life Disassembly Instructions for Zorro Based Products 


Location of typically installed components 
 


(A) Switch/hub (B) Power strips (C) Optional switch (D) Server cells 
 


 


D 


C


B


A 
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Removing the Front/Rear Doors 


1. Unlock the door (if included) 
by disengaging door handle 
(circled). 


 


2. Locate the latch inside on the 
upper left (circled). 


3. Using the tabbed bottom, 
pull latch slightly outward 
and swing upward to the 
right. Pull arm lever down to 
disengage and lift door off 
bottom hinge. Repeat for 
rear doors. 
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Removing the Side Panels  
 
4. Locate the key lock 
(circled) and tabs on side 
panel. 


5. Insert the key into the key lock, 
turn right, and depress the two 
tabs inward to remove panel.   


6. Lift the panel up and outward 
away from the frame. 


   
 
 
 


2/10/2009 Unisys: End-of-Life Disassembly Instructions for Zorro Products 5 of 18 


 
 







End-of-Life Disassembly Instructions for Zorro Based Products 


Removing Cell Fascias, Filler Panels  


7. Locate the cell fascia handles (circled) and 
pull out. 


8. Locate the filler panels and remove by inserting 
fingers into the tabs (circled), and pressing inward to 
remove. NOTE: if fillers are attached with screws, 
remove the screws and lift out. 
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Removing Cabinet Cabling 


7. Locate the cables to be removed 
(maximum configuration not shown). 


8. Disconnect all power cables from installed 
components (some power cords not shown).  


Power 
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9. Disengage and remove the remote clock 
cables (circled) by pulling the blue tab away 
from remote clock unit. NOTE: some 
configurations do not have remote clock 
units. 


10. Remove miscellaneous data I/O cables, video,  
LAN, keyboard/mouse cables, grounding straps, 
etc. 
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 Removing LCD/keyboard tray  


11. Locate the LCD/keyboard tray from front cabinet. 
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12. Loosen thumbscrews counterclockwise. 


 


13. Pull the LCD/keyboard tray drawer out away from 
frame. 


14. Remove the LCD/keyboard drawer from 
rails by pushing the left and right rail tabs 
inward (toward cabinet). Remove rails 
from cabinet. 
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Remove Server Cell Components 
 


15. Locate the front fan assemblies. To remove, release the assembly by pressing the front tabs 
inward, then use the front handles to pull the unit away from the frame. Repeat for all installed fan 
assemblies. 
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16.  With the fan assemblies removed, locate the black front latch (highlighted in red below).  


 
 


17. Swing the latch to the right so that it is flush with cell wall. Repeat for all other installed cells. 
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18. Pull the handle out away from cell frame. Repeat for all other installed cells. 
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19. Pull the subassembly out and away from cell. Repeat for all other installed cells. 


 
20. Remove the assembly. Repeat for all installed cells. 
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21. To remove server cells, disengage the cell connect module(s) from the rear of the rack. While 


holding the pull handle on the left, disengage pull tab (A) from the top cell and hold in the unlock 
position. Next, disengage bottom cell pull tab (B). NOTE: for single cell configurations, there is 
only one pull tab spanning one cell to disengage. 


  


Top 
Cell 


A 


Bottom 
Cell 


Top 
Cell 


Pull 
handle B 


Bottom 
Cell 
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22. Remove the cell connect module from cell frame assembly. Repeat for all installed cells. 


 
 
 
23. Remove cells from main rack frame using a Phillips screwdriver. 
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Remove Miscellaneous Components 
 
All miscellaneous component equipment can be removed from the rack frame using standard 
tools referenced in this document. Be sure to remove cabling first. Some examples of this 
equipment are noted below. 
 


  Switches Service Processors, Storage Arrays (rear view) 


 


  


 
Service Processor 


 
 


Storage Disk Rack  


 


2/10/2009 Unisys: End-of-Life Disassembly Instructions for Zorro Products 17 of 18 


 
 







End-of-Life Disassembly Instructions for Zorro Based Products 


 
Remote I/O 
 


 


SCSI Appliance RM1-SCI  


 


Communications Media Module (CMM) 


 
 
Disassembly and Disposal Instructions for Individual Cell and Miscellaneous Component Equipment 
 
For proper disassembly and disposal recycling instructions for individual cells and miscellaneous 
component equipment noted above, please refer to document “WEEE ES7000/One.doc” listed on the 
Unisys recycling website. 
  
http://www.unisys.com/products/recycling/ 
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February 5, 2009   Page 1 of 11  


End-of-Life Disassembly   


Instructions for Dorado 3XX, 4XX, 7XX, 8XX  


Unisys  


  


  


Authorization is hereby provided to you to copy this document provided such copies are used for non-commercial 


purposes and solely for use within your organization. No license is granted herein expressly, impliedly, by estoppel 


or otherwise under any patent or to use any trademark of Unisys Corporation or of any other party. No other rights 


under any copyrights of Unisys Corporation or any other party are granted herein, except as expressly stated above. 


This document is subject to change without notice.   


  


© 2015 Unisys Corporation. All rights reserved.  


  
Purpose:  


This document describes how to disassemble a device that is no longer in use in order to remove WEEE-identified 


items for disposal.  This document should not be used for any other purpose.  


  


Scope:  


This document is intended for use by end-of-life recyclers and treatment facilities. This document provides basic 


instructions for the disassembly of the specified Unisys supplied product and for removal of components and 


materials requiring selective treatment.  


  


Product Identification:   


Marketing Style Number: Dorado 3XX, 4XX, 7XX, 8XX  


Description: Large Server ClearPath IX server (see note below and figure 1 below)  


  


General Disassembly    


The major component modules of the Dorado 3XX, 4XX, 7XX and 8XX are listed below.  Their location within the 


system may be found by referring to Image #1.   


  


Note: A minimum Dorado 3XX, 4XX, 7XX and 8XX system (4 way) consists of:  


  


1. Operations processor (2U module)  


2. LCD display drawer (1U module)  


3. Disk module  (2U or 3U module)  


4. LAN switch (1U module)  


5. KVM switch (1U module)  


6. PCI expansion module (3U module)  


7. External service processor (1U module)  


8. Remote IO (3U Module)  


9. Server module (3U module) 


10. Wipro IO Module (4U module) 
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Image #1 (Typical Dorado 3XX, 4XX, 7XX, 8XX system) 
Section 1. Recycling the Miscellaneous Support Equipment   


The following miscellaneous rack mounted modules may be present in a Unisys Dorado 3XX, 4XX, or 7XX system 


along with the main server and remote IO modules.   


  


1) Rack mounted module type 1 - LCD display/keyboard. 1U module that contains a large (15 inch ~ 380 mm) 


LCD display and a keyboard. Locate these items and dispose of them in a manner that complies with 


applicable national, federal, provincial, state, and local government requirements.    


  


2) Rack mounted module type 2 - LAN Switch. 1U module that contains printed circuit boards and a power 


supply. Locate these items and dispose of them in a manner that complies with applicable national, federal, 


provincial, state, and local government requirements.       


  


3) Rack mounted module type 3 - External service processor. 1U microcomputer module that contains printed 


circuit boards and a power supply. Locate these items and dispose of them in a manner that complies with 


applicable national, federal, provincial, state, and local government requirements.     


  


4) Rack mounted module type 4 - KVM Switch. 1U module that contains printed circuit boards and a power 


supply. Locate these items and dispose of them in a manner that complies with applicable national, federal, 


provincial, state, and local government requirements.    


  


5) Rack mounted module type 5 - Disk rack. 2U or 3U module that contains disks and a power supply.  Locate 


these items and dispose of them in a manner that complies with applicable national, federal, provincial, 


state, and local government requirements.    


  


                                                     


Remote IO module  


see Section 2)  ( 


Possible location for  
U modules,  1 


types 1, 2, 3, 4  
see Section 1)  ( 


Disk module   


see Section 1)  ( External Service  
Processor  


see Section 1)  ( 


LCD display Drawer  


( see   Section 1)  


3 U server Module  


see Section  ( 2)   


Possible locations  
for 1-3U modules,  


types 1, 2, 3, 4, 5, 6, 7  
( see Section 1)  
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6) Rack mounted module type 6 - 2U operations processor microcomputer module that contains printed circuit 


boards and a power supply. Locate these items and dispose of them in a manner that complies with 


applicable national, federal, provincial, state, and local government requirements.   


  


7) Rack mounted module type 7 - 3U PCI expansion module that contains printed circuit boards and a power 


supply. Locate these items and dispose of them in a manner that complies with applicable national, federal, 


provincial, state, and local government requirements.   


  
Section 2. Recycling the 3U server and remote IO modules  


The Unisys Dorado main server and remote IO racks contain several printed circuit boards, power supplies, etc. 


Table 1 below reflects the quantity of items in both types of modules as noted.   


  


Table 1 Items Requiring Selective Treatment:  


  


Item Description  Notes  Quantity of Items in Product  


Printed Circuit Boards (PCB) or Printed 


Circuit Assemblies (PCA)  
With surface area > 10 cm2  8 in Processor/Memory module  


4 –14 in IO module depending upon IO 


complement   


Batteries  All types   1 in Processor/Memory module  


Mercury (Hg) containing parts  Hg in lamps, switches, batteries, display 


backlights  
0  


Liquid Crystal Displays (LCD)  With surface area > 100 cm2  0  


Cathode Ray Tubes (CRT)    0  


Capacitors/Condensers containing   
PCB/PCT  


  0  


Electrolytic Capacitors/Condensers 


height/diameter > 2.5 cm  
  14 in Processor/Memory module power 


supplies.  


  
4 in IO module power supplies  


External Electrical Cables/Cords    2  


Gas Discharge Lamps    0  


Plastics containing Brominated Flame 


Retardants  
  0  


Components containing  
Toner/Ink/Liquids/Paste/Gel  


Includes cartridges, print heads, tubes, 


vent stations, and service stations  
0  


Components and waste containing 


Asbestos  
  0  


Components, materials and parts 


containing Refractory Ceramic Fibers  
  0  


Components and parts containing 


Radioactive Substances  
  0  


Ozone-Depleting substances  Chlorofluorocarbons (CFC),  
Hydrochlorofluorocarbons (HCFC),  
Hydrofluorocarbons (HFC) or  
Hydrocarbons (HC)  


0  


Fluids    0  


Table 2 Tools Required for Disassembly:  


  


Tool Description  Tool size or Part number (if applicable)  


Flat head screwdriver  ¼ Inch blade  


Phillips screwdriver  #2  


    


General Disassembly Procedures   
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The following items should be found during a general dissembling of the server and disposed of in a manner that 


complies with applicable national, federal, provincial, state, and local government requirements.  


  


1) Printed circuit assemblies (see quantity in Table 1)  


2) CD and up to three disk drives in each server module  


3) Keyboards, LCD’s > 100 sq cm and CRT monitors may be present as part of the server system. These need 


to be disposed of in a manner that complies with applicable national, federal, provincial, state, and local 


government requirements.   


4) Multi-module server systems will contain inter-module signal cables that must be disposed of in a manner 


that complies with applicable national, federal, provincial, state, and local government requirements.  


  
Table 3: Special Product Disassembly Instructions   


These additional instructions are provided for items that require more detailed instructions for proper identification 


of the hazardous components  


1.  Cables – Remove the two cables connecting the two modules in the rear and dispose of in a manner 


that complies with applicable national, federal, provincial, state, and local government requirements.   


2.   CM board battery – Remove the CM board by pulling it out the back of the Processor/Memory 


module (see Image #2). Locate the battery on the CM board. Remove the battery and dispose of in a 


manner that complies with applicable national, federal, provincial, state, and local government 


requirements.  


3.  Processor/Memory Module Electrolytic Capacitors >25 mm – Remove the two power supplies from 


the front of the Processor/Memory module (see Image #3). With the Phillips screwdriver remove the 


screws securing the top cover of the power supply. Locate the 7 capacitors in each power supply (see 


picture #4) and pry them from the PCB using the medium flat head screwdriver and dispose of in a 


manner that complies with applicable national, federal, provincial, state, and local government 


requirements.  


4.  IO Module Electrolytic Capacitors >25 mm – Remove two power supplies from the front of the IO 


Module (see Image #5). With the Phillips screwdriver remove the screws securing the top cover of 


the power supply. Locate the 2 capacitors in each power supply (see Image #6) and pry them from 


the PCB using the medium flat head screwdriver and dispose of in a manner that complies with 


applicable national, federal, provincial, state, and local government requirements.  


5  Flex assemblies containing brominated flame retardant - Disassemble the Processor/Memory module 


and locate the three flex assemblies. These are the gold colored flexible circuits interconnecting the 


major boards within the module. Remove the three flex assemblies and dispose of in a manner that 


complies with applicable national, federal, provincial, state, and local government requirements.   
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Image #2 Rear of Dorado Processor/Memory Module  


 
  


Image #3 Front of server Dorado Processor/Memory Module   


  


  


CM Board   


( shown extracted)  


Battery  


  


  


2  Power Supplies  
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 Image #4 Power Supply  


  


 


 Image #5 Front of RIO Module  


  


4  Electrolytic Capacitors  


3  Electrolytic Capacitors  


  


  


Power supplies  
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 Image #6 RIO Module power supply  


 


  


2  electrolytic  


capacitors  
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Image #7 Wipro IO Module Front View Top 


Cover Removal 
   


 


 Image #8 Wipro IO Module Internal Part Removal Instruction 


Label # 1 
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Image #9 Wipro IO Module Internal Part Removal Instruction 


Label # 2 


 


 


Image #10 Wipro IO Module Internal Part Removal Instruction 


Label # 3 
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Image #11 Wipro IO Module Internal View Front to Rear 
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Image #12 Wipro IO Module Internal View Front to Rear 


 


 
Image #13 Wipro IO Module Internal View w/IO cards 
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Authorization is hereby provided to you to copy this document provided such copies are used for non-commercial 
purposes and solely for use within your organization. No license is granted herein expressly, impliedly, by estoppel 
or otherwise under any patent or to use any trademark of Unisys Corporation or of any other party. No other rights 
under any copyrights of Unisys Corporation or any other party are granted herein, except as expressly stated 
above. This document is subject to change without notice.  
 
For more information, contact: EOL.Disassembly@unisys.com  
 
© 2009 Unisys Corporation. All rights reserved. 


 
Purpose: 


This document describes how to disassemble a device that is no longer in use in order to remove WEEE‐
identified items for disposal.  This document should not be used for any other purpose. 
 
Scope: 


This document is intended for use by end‐of‐life recyclers and treatment facilities. This document 
provides basic instructions for the disassembly of the specified Unisys supplied product and for removal 
of components and materials requiring selective treatment. 


 
Product Identification:
Marketing Style Number: ES7000/One, Dorado 3xx, Libra 6xx, FSxxxx, VSExxxx 
Description: Configured Servers 
 
 
Product Disassembly Process Index:  
 
Page# Description


2 Tools required for disassembly 
3 Location of typically installed components 
4 Remove front/rear doors 
5 Remove side panels 
6 Remove cell fascias, filler panels 
7 Remove cabinet cabling 
9 LCD/keyboard tray 


11 Remove server cell components 
17 Removing miscellaneous components 
19 Disassembly and disposal instructions for individual cell and miscellaneous component 


equipment 
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Flathead 
screwdriver 


 


 


Phillips screwdriver 


 


Torx driver 


 
Hex driver 


Wire cutters, 
Needlenose pliers 
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Location of typically installed components 
 


(A) Switch/hub (B) Power strips (C) Optional switch (D) Server cells 
 


 


D 


C


B


A 
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Removing the Front/Rear Doors 


1. Unlock the door (if included) 
by disengaging door handle 
(circled). 


 


2. Locate the latch inside on the 
upper left (circled). 


3. Using the tabbed bottom, 
pull latch slightly outward 
and swing upward to the 
right. Pull arm lever down to 
disengage and lift door off 
bottom hinge. Repeat for 
rear doors. 
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Removing the Side Panels  
 
4. Locate the key lock 
(circled) and tabs on side 
panel. 


5. Insert the key into the key lock, 
turn right, and depress the two 
tabs inward to remove panel.   


6. Lift the panel up and outward 
away from the frame. 
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Removing Cell Fascias, Filler Panels  


7. Locate the cell fascia handles (circled) and 
pull out. 


8. Locate the filler panels and remove by inserting 
fingers into the tabs (circled), and pressing inward to 
remove. NOTE: if fillers are attached with screws, 
remove the screws and lift out. 
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Removing Cabinet Cabling 


7. Locate the cables to be removed 
(maximum configuration not shown). 


8. Disconnect all power cables from installed 
components (some power cords not shown).  


Power 
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9. Disengage and remove the remote clock 
cables (circled) by pulling the blue tab away 
from remote clock unit. NOTE: some 
configurations do not have remote clock 
units. 


10. Remove miscellaneous data I/O cables, video,  
LAN, keyboard/mouse cables, grounding straps, 
etc. 
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 Removing LCD/keyboard tray  


11. Locate the LCD/keyboard tray from front cabinet. 
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12. Loosen thumbscrews counterclockwise. 


 


13. Pull the LCD/keyboard tray drawer out away from 
frame. 


14. Remove the LCD/keyboard drawer from 
rails by pushing the left and right rail tabs 
inward (toward cabinet). Remove rails 
from cabinet. 
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Remove Server Cell Components 
 


15. Locate the front fan assemblies. To remove, release the assembly by pressing the front tabs 
inward, then use the front handles to pull the unit away from the frame. Repeat for all installed fan 
assemblies. 
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16.  With the fan assemblies removed, locate the black front latch (highlighted in red below).  


 
 


17. Swing the latch to the right so that it is flush with cell wall. Repeat for all other installed cells. 
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18. Pull the handle out away from cell frame. Repeat for all other installed cells. 
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19. Pull the subassembly out and away from cell. Repeat for all other installed cells. 


 
20. Remove the assembly. Repeat for all installed cells. 
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21. To remove server cells, disengage the cell connect module(s) from the rear of the rack. While 


holding the pull handle on the left, disengage pull tab (A) from the top cell and hold in the unlock 
position. Next, disengage bottom cell pull tab (B). NOTE: for single cell configurations, there is 
only one pull tab spanning one cell to disengage. 


  


Top 
Cell 


A 


Bottom 
Cell 


Top 
Cell 


Pull 
handle B 


Bottom 
Cell 
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22. Remove the cell connect module from cell frame assembly. Repeat for all installed cells. 


 
 
 
23. Remove cells from main rack frame using a Phillips screwdriver. 
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Remove Miscellaneous Components 
 
All miscellaneous component equipment can be removed from the rack frame using standard 
tools referenced in this document. Be sure to remove cabling first. Some examples of this 
equipment are noted below. 
 


  Switches Service Processors, Storage Arrays (rear view) 


 


  


 
Service Processor 


 
 


Storage Disk Rack  


 


2/10/2009 Unisys: End-of-Life Disassembly Instructions for Zorro Products 17 of 18 


 
 







End-of-Life Disassembly Instructions for Zorro Based Products 


 
Remote I/O 
 


 


SCSI Appliance RM1-SCI  


 


Communications Media Module (CMM) 


 
 
Disassembly and Disposal Instructions for Individual Cell and Miscellaneous Component Equipment 
 
For proper disassembly and disposal recycling instructions for individual cells and miscellaneous 
component equipment noted above, please refer to document “WEEE ES7000/One.doc” listed on the 
Unisys recycling website. 
  
http://www.unisys.com/products/recycling/ 
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Purpose: 
This document describes how to disassemble a device that is no longer in use in order to remove WEEE-identified 
items for disposal.  This document should not be used for any other purpose. 
 
Scope: 
This document is intended for use by end-of-life recyclers and treatment facilities. This document provides basic 
instructions for the disassembly of the specified Unisys supplied product and for the removal of components and 
materials requiring selective treatment 
 
Product Identification:  
Marketing Style Number: Libra 6XX,7XX, 8XX, VSE 550 
Description: ClearPath NX server, Voice Source System (see note below and Image 1 below) 
 
 
Note: 
A minimum Libra system (4 way) consists of one 3U server module. A Libra  system may have an 
optional 3U remote IO module which expands the number of IO slots. The system also contains miscellaneous rack 
mounted equipment.  Larger Libra systems may contain up to four (16 way) 3U server modules and up to four 
optional 3U remote IO modules plus miscellaneous rack mounted equipment. The VSE 550 is based on the Libra 
6XX plus additional modules. 
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Remote IO module 
(see Section 2) 


Possible location 
for 1U modules, 
types 1, 2, 3, 4 (see 
Section 1) 


Disk module  
(see Section 1) External Service 


processor  
(see Section 1) 


LCD display 
Drawer  
(see Section 1) 


3U server Module 
(see Section 2) Possible location 


for 1-12U modules, 
types 1, 2, 3, 4, 5, 6, 
7 (see Section 1) 


Image 1 (Typical Libra 6XX, 7XX, 8XX Server System) 
 


Section 1. Recycling the Miscellaneous Support Equipment  
The following miscellaneous rack mounted modules may be present in a Unisys Libra system along with the 
main server modules.  
 


1) Rack mounted module type 1 - LCD display/keyboard. 1U module that contains a large (15 inch ~ 380 
mm) LCD display and a keyboard. Locate these items and dispose of them in a manner that complies with 
applicable national, federal, provincial, state, and local government requirements.   


  
2) Rack mounted module type 2 - LAN Switch. 1U module that contains printed circuit boards and a power 


supply. Locate these items and dispose of them in a manner that complies with applicable national, federal, 
provincial, state, and local government requirements.      


 
3) Rack mounted module type 3 - External Service Processor. 1U microcomputer module that contains printed 


circuit boards and a power supply. Locate these items and dispose of them in a manner that complies with 
applicable national, federal, provincial, state, and local government requirements.    


 
4) Rack mounted module type 4 - Miscellaneous 1U modules. There are several types of 1U communication 


and switch modules that may be present in the Libra system. These all contain printed circuit boards and a 
power supply. Locate these items and dispose of them in a manner that complies with applicable national, 
federal, provincial, state, and local government requirements.   
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5) Rack mounted module type 5 - Disk Rack. 2U or 3U module that contains disks and a power supply.  
Locate these items and dispose of them in a manner that complies with applicable national, federal, 
provincial, state, and local government requirements.   


 
6) Rack mounted module type 6 - Web Server. 4U module that contains printed circuit boards and power 


supplies. Locate these items and dispose of them in a manner that complies with applicable national, 
federal, provincial, state, and local government requirements.  


 
7) Rack mounted module type 7 – CMM module. 12U module that is present in the Voicesource systems 


(VSE 550). This module contains power supplies, fans and printed circuit cards. Contact the original 
equipment manufacturer, Motorola Corporation, for recycling information at www.Motorola.com.      


 
Section 2. Recycling the 3U server module and optional remote IO module 
The Libra main server and optional remote IO modules contain several printed circuit boards, power supplies 
etc. Table 1 below reflects the quantity of these items in both modules as noted.  
 
Table 1: Items Requiring Selective Treatment: 
 


Item Description Notes Quantity of Items in Product 
Printed Circuit Boards (PCB) or Printed 
Circuit Assemblies (PCA) 


With surface area > 10 cm2 8 –12 in main server module 
4 –14 in remote IO module (if present) 
depending upon IO complement  


Batteries All types  2 in main server module 
1 in remote IO module (if present) 


Mercury (Hg) containing parts Hg in lamps, switches, batteries, display 
backlights 


0 


Liquid Crystal Displays (LCD) With surface area > 100 cm2 0 
Cathode Ray Tubes (CRT)  0 
Capacitors/Condensers containing  
PCB/PCT 


 0 


Electrolytic Capacitors/Condensers 
height/diameter > 2.5 cm 


 14 in main server module power supplies. 
 
4 in remote IO module power supplies (if 
present) 


External Electrical Cables/Cords  2 between main server module and 
remote IO module (if present) 


Gas Discharge Lamps  0 
Plastics containing Brominated Flame 
Retardants 


 0 


Components containing 
Toner/Ink/Liquids/Paste/Gel 


Includes cartridges, print heads, tubes, 
vent stations, and service stations 


0 


Components and waste containing 
Asbestos 


 0 


Components, materials and parts 
containing Refractory Ceramic Fibers 


 0 


Components and parts containing 
Radioactive Substances 


 0 


Ozone-Depleting substances Chlorofluorocarbons (CFC), 
Hydrochlorofluorocarbons (HCFC), 
Hydrofluorocarbons (HFC) or 
Hydrocarbons (HC) 


0 


Fluids  0 


 
Table 2: Tools Required for Disassembly: 
 


Tool Description Tool size or Part number (if applicable) 
Flat head screwdriver ¼ inch blade 
Phillips screwdriver #2 
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General Disassembly Procedures  


The following items should be found during a general dissembling of the server and disposed of in a manner that  
complies with national, federal, provincial, state, and local government requirements. 
 


1) Printed circuit assemblies (see quantity in Table 1) 
2) CD and up to three disk drives in each server module 
3) Multi-module server systems will contain inter-module signal cables that must be disposed of in a manner  


that complies with national, federal, provincial, state, and local government requirements.    
 
Table 3:  Special Product Disassembly Instructions  
 
These additional instructions are provided on items that require more detailed instructions for proper identification 
of the hazardous components.  
 


1. Cables – Remove the two cables connecting the two modules in the rear (if Remote IO module is 
present) and dispose of in a manner that complies with national, federal, provincial, state, and local 
government requirements.  


2.  CM board battery – Remove the CM board by pulling it out the back of the server module (see Image 
#1). Locate the battery on the CM board (see Image #2).  Remove the battery and dispose of in a 
manner that complies with national, federal, provincial, state, and local government requirements.    


3. Main Server Module Electrolytic Capacitors >25 mm – Remove the two power Supplies from the front 
of the main server module (see Image #3). With the Phillips screwdriver, remove the screws securing 
the top cover of the power supply. Locate the 7 capacitors in each power supply (see Image #4) and pry 
them from the PCB using the medium flat head screwdriver and dispose of in a manner that complies 
with national, federal, provincial, state, and local government requirements. 


4. IO Module Electrolytic Capacitors >25 mm – Remove two power supplies from the front of the IO 
Module (see Image #5). With the Phillips screwdriver, remove the screws securing the top cover of the 
power supply. Locate the 2 capacitors in each power supply (see Image #6) and pry them from the PCB 
using the medium flat head screwdriver and dispose of in a manner that complies with national, federal, 
provincial, state, and local government requirements. 


5.  Internal IO board battery – Remove the Internal IO board by pulling it out the back of  the server 
module (see Image #1). Locate the battery on the internal IO board (see Image #7).  Remove the battery 
and dispose of in a manner that complies with  national, federal, provincial, state, and local government 
requirements.    


6.  Remote IO battery – Locate the battery on the board in the remote IO (see Image #8). Remove the 
battery and dispose of in a manner that complies with national, federal, provincial, state, and local 
government requirements.   


7.  Flex assemblies containing bromine – Disassemble the main server module and locate the three flex 
assemblies. These are the gold colored flexible circuits that are interconnecting the main boards.  
Remove them and dispose of in a manner that complies with national, federal, provincial, state, and 
local government requirements.   
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Image #1 Rear of Libra Module 
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Image #2 CM Board 
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2 Power Supplies 


 


Image #3 Front of server Libra Module  
 


 


4 Electrolytic Capacitors 


3 Electrolytic Capacitors 


 
 


Image #4 Power Supply 
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Image #7 Internal IO Board 
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Image #8 Remote IO module (shown with cover removed) 
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Authorization is hereby provided to you to copy this document provided such copies are used for non-commercial 
purposes and solely for use within your organization. No license is granted herein expressly, impliedly, by estoppel 
or otherwise under any patent or to use any trademark of Unisys Corporation or of any other party. No other rights 
under any copyrights of Unisys Corporation or any other party are granted herein, except as expressly stated 
above. This document is subject to change without notice.  
 
For more information, contact: EOL.Disassembly@unisys.com  
 
© 2009 Unisys Corporation. All rights reserved. 


 
Purpose: 
This document describes how to disassemble a device that is no longer in use in order to remove WEEE-identified 
items for disposal.  This document should not be used for any other purpose. 
 
Scope: 
This document is intended for use by end-of-life recyclers and treatment facilities. This document provides basic 
instructions for the disassembly of the specified Unisys supplied product and for removal of components and 
materials requiring selective treatment. 
 
Product Identification 
Marketing Style Number: ES7000/5XX, Libra 5XX, VSE500 
Description: 1-4 rack mounted server modules per system plus miscellaneous rack mounted support equipment (see 
Image #1)  
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Image #1:  Typical ES7000/5XX system using CIM16X  
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1. Recycling the Miscellaneous Support Equipment  
Rack-mounted peripherals, containing KVM, CD-ROM, DVD, removable disk drives and floppy drives along with 
telecommunications and USB interfaces may be located in the same cabinet as the cells. LAN switches, from 
various manufacturers, may also be located in the cell cabinet.  The disassembly and disposal of materials contained 
in these components that requiring selective treatment can be found in documentation provided by the manufacturer. 
 
An optional keyboard/LCD drawer may be present in the system cabinet as shown in Image #1. The LCD will 
require selective treatment and the keyboard contains a PCB. 
 
2.  Multi-Module Disassembly Instructions 
There may be one to four server modules (cells) in a system cabinet.  Separation of the server modules (cells) from 
the interconnect hardware and from the cabinet is a two-person endeavor.  The weight of a single fully-loaded server 
module (cell) exceeds 65 kilograms (200 lbs.).  
 
The interconnection of the server modules is accomplished by the Cell Interconnect Module (CIM).  Three types of 
CIM's are used to connect the server modules; CIM8X, CIM16X and CIM32X.  The CIM8X is used with a single 
module (cell) configuration.  The CIM16X is used to connect two modules.  The CIM32X is used to connect four 
modules mounted vertically. 
 
Before any server module can be removed from the system rack the internal circuit cards must be disconnected from 
the CIM. This involves first removing the fan packs (see Image #2) and then using the levers located on the various 
internal circuit cards to disconnect them from the CIM (see Image #3).  
 
3. Recycling the Server Module 
The Unisys server module contains several printed circuit boards, power supplies, disks etc. Refer to the tables and 
instructions below for details of how to recycle this module.    
 
Table 1: Server Module Items Requiring Selective Treatment 
 


Item Description Notes Quantity of Items in Product 
Printed Circuit Boards (PCB) or 


Printed Circuit Assemblies (PCA) With surface area > 10 cm2 6 to 64  depending on the number of 
server modules and I/O compliment 


Batteries All types 1 to 4 


Mercury (Hg) containing parts Hg in lamps, switches, batteries, display 
backlights 0 


Liquid Crystal Displays (LCD) With surface area > 100 cm2 1 
Cathode Ray Tubes (CRT)  0 


Capacitors/Condensers containing  
PCB/PCT  0 


Electrolytic Capacitors/Condensers 
height/diameter > 2.5 cm  4 to 16 


External Electrical Cables/Cords  2 to 20 
Gas Discharge Lamps  0 


Plastics and flex cables containing 
Brominated Flame Retardants  See “General Disassembly Procedures 


for the Server Module”  
Components containing 


Toner/Ink/Liquids/Paste/Gel 
Includes cartridges, print heads, tubes, vent 


stations, and service stations 0 


Components and waste containing 
Asbestos  0 


Components, materials and parts 
containing Refractory Ceramic Fibers  0 


Components and parts containing 
Radioactive Substances  0 


Ozone-Depleting substances 
Chlorofluorocarbons (CFC), Hydro 
chlorofluorocarbons (HCFC), Hydro 


fluorocarbons (HFC) or Hydrocarbons (HC) 
0 


Fluids  
 


0 
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Table 2:  Tools Required for Disassembly of the Server Module: 
 


Tool Description Tool size or Part number (if applicable) 
Flathead screwdriver ¼ inch blade 
Phillips Screw Driver #2 
Torx  Screw Driver  T8 


 
 
General Disassembly Procedures for the Server Module 
The following items should be found during a general disassembly of the server module and disposed of in a manner 
that complies with applicable national, federal, provincial, state, and local government requirements. 
 


1) Plastic parts may contain bromine as a flame retardant and must be disposed of in a manner that complies 
with applicable national, federal, provincial, state, and local government requirements. 


2) Printed circuit assemblies (see quantity in Table 1) 


3) CD and up to three disk drives in each server module 


4) Flex cables may contain bromine as a flame retardant and must be disposed of in a manner that complies 
with applicable national, federal, provincial, state, and local government requirements.  


5) Multi-module server systems will contain inter-module signal cables that must be disposed of in a manner 
that complies with applicable national, federal, provincial, state, and local government requirements.  


 
Figure one shows a single server module assembly with fan assemblies removed to show the location of the boot 
peripherals and CIM8X. 
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Image #2 - Single Server Module (Cell) 
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(MPC)


 
 


Image #3 - Subassemblies 
 


Image #3 shows a single cell with the front fan assemblies removed.  Removal of the fan assemblies from the front 
of the cell, allows access to the MPX, MSD, MPC and CDFLPMOD assemblies. 
 
MPX and MSD Disassembly: 
Follow instructions located on top of fan assembly to remove the MPX and MSD assemblies.  The MPX contains up 
to eight processors.  The processors can be removed from the MPX PCB and disposed of separately.  The MSD 
contains the DIMM PCBs.  The DIMMs can be removed from the MSD PCB and disposed of separately. 
 
MPC Disassembly: 
The MPC PCB can be removed from the cell by pulling on the MPC release lever.  The MPC PCB will slide away 
from the CIM connector. 
 
CDFLPMOD Disassembly: 
The CDFLPMOD (CD-ROM and Floppy Drive Module) can be removed by loosening the thumbscrew on the 
CDFLPMOD and pulling the module forward.  The floppy disk drive and CD-ROM drives will require disassembly.   
  
Floppy Drive Disassembly: 


1. Remove four flathead Phillips screws that secure floppy drive to enclosure. 


2. Remove single screw from top cover of floppy drive; top cover slides to rear of drive. 


3. Remove two screws from bottom of floppy drive; PCB is now detached. 
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CD-ROM Drive Disassembly: 
1. Remove two flathead Phillips screws from bottom of CDFLPMOD. 


 
2. Remove four Phillips screws from sides of CDFLPMOD that secure the CD-ROM drive. The front right 


screw is partially blocked by the module.  Press down on front bottom of chassis to expose the screw. 
 


3. CD-ROM can now be detached from CDFLPMOD by separating it from rear connector. 
 


4. Open CD-ROM drive by inserting pin into CD release hole and pulling out drawer. 
 


5. Remove five Phillips screws from bottom side of CD-ROM drawer and remove metal cover. 
 


6. Detach ribbon cable from PCB and remove four Phillips-head screws securing the PCB.  The smaller PCB 
inside of the CD-ROM does not require removal. 


 
The connector PCB, located in the rear of the CDFLPMOD is detached by removing the four screws. 
 
Each of the four PCB from the CDFLPMOD can then be disposed of in a manner that complies with applicable 
national, federal, provincial, state, and local government requirements.    
 


IOMB Module Disassembly: 
 


 
 


Image #4 – Single Server Module Rear 
 
Image #4 shows the removal of the PCI module from the rear of the single cell.  To remove the module: 


1. Unscrew the module thumbscrew and remove the cover. 


2. Slide the module out until the slide locks engage. 


3. The module can now be removed by depressing the side rail stops on either side. 
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The PCI module contains up to 10 PCBs that can be removed from the module by pressing the gate tab and 
removing each of the PCBs from their connectors.  There are also five plug-in PCBs located inside the PCI module 
on the mother board; three on the right and two on the left.  These five PCBs can be removed from their slots on the 
motherboard.  The main board inside the PCI module is held in place by seven Philips head screws. 
 
The complement of I/O PCB contained in the expansion slots can vary from 1 to 10 boards.  The rightmost two slots 
may contain the Console Manager PCB or VGA PCB in Slot 9 and the Compatibility Bridge PCB in slot 10.  The 
Compatibility Bridge PCB contains a battery cell shown in Image #5 below. 
 


 


Image #5: Location of battery on the  
Compatibility Bridge PCB 


 
Slots 1 through 8 may contain a variety of PCBs that provide I/O capability to various I/O devices.  If an I/O 
expansion PCB contains batteries, these must be removed and disposed of separately from the PCB. 
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Power Supply Disassembly 
Two power supplies are located in the rear of the cell next to the PCI module.  The power supplies are removed by 
pushing the handle release located in the upper right hand corner of the supply.  The lever handle can then be pulled 
out and down to release the supply from the connectors.  The following procedure explains power supply 
disassembly: 


1. Remove six flathead Phillips screws from the left side of the power supply.  This will enable the left side 
panel to be removed. 


2. Remove three flathead Phillips screws from the bottom of the power supply and one flathead Phillips screw 
from the top of the power supply.  The rear/bottom panel can then be removed from the power supply by 
sliding the panel from the chassis. 


3. Remove the screw that secures the green ground wire from the AC line filter to the chassis.  The 
rear/bottom panel can then be separated from the PCB. 


4. To remove the PCB from the power supply chassis, first disconnect the two sets of fan wires and LED 
display wires from the PCB connectors.  Next remove the six Phillips screws securing the PCB to the 
power supply chassis. 


Two large electrolytic capacitors (560uFd/450V) are on this PCB (see Image #6).  These must be removed and 
disposed of separately.  


 


 


Image #6: Location of two electrolytic capacitors 
 in power supply 
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Authorization is hereby provided to you to copy this document provided such copies are used for non-commercial 
purposes and solely for use within your organization. No license is granted herein expressly, impliedly, by estoppel 
or otherwise under any patent or to use any trademark of Unisys Corporation or of any other party. No other rights 
under any copyrights of Unisys Corporation or any other party are granted herein, except as expressly stated 
above. This document is subject to change without notice.  
 
For more information, contact: EOL.Disassembly@unisys.com  
 
© 2009 Unisys Corporation. All rights reserved. 


 
Purpose:  
This document describes how to disassemble a device that is no longer in use in order to remove WEEE-identified 
items for disposal.  This document should not be used for any other purpose. 
 
Scope: 
This document is intended for use by end-of-life recyclers and treatment facilities. This document provides basic 
instructions for the disassembly of the specified Unisys supplied product to remove components and materials 
requiring selective treatment. 
 
Product Identification:  
Marketing Style Number: ES7000/4XX 
Description: The ES7000/4XX platform packaging is based on 19” rack standards.  The platform allows expansion 
from 1 to 16 processors.  The platform has a total vertical height of 18U. This allows for two identical ES7000/4XX 
base platform chassis in a standard 36U rack supporting the 32-processor configuration of the platform.  This 
document lists component quantity of a single platform of 18U height.  
 
General Disassembly Procedure 
The component modules of the base packaging of the ES7000/4XX are pluggable.  The modules are designed to be 
removable without special tools.  The platform includes the modules listed below and may be located in the Images 
as indicated:  See Images #1, #2, #17 #18 and #19.  
 
1. Display Panel (see Image #1) 
2. 4-Processor/Memory Module (PROCMOD) that includes system memory (see Image #1) 
3. I/O Hub Module (IOHM) (see Image #1) 
4. Clock Board (see Image #1) 
5. COMP module (see Image #1) 
6. Power Supply Bin (see Image #1) 
7. Power Supply in Power Supply Bin (see Image #1) 
8. Interconnect Scalability Ports Module (ISPM) (see Image 2) 
9. Domain Maintenance Controller (DMC) Board (see Image #2) 
10. PCI Adapter Module for peripheral component interconnect (PCI) cards (PCIAM)  


or PCI-X Adapter Module for peripheral component interconnect (PCI) cards (PCIXAM) (see Image #2) 
11. DC Input Distribution Board Module (see Image #2) 
12. Mid-plane board (see Image #17, #18, #19) 
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Image # 1: Typical ES7000/4XX System - Front View 
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Image #2: Typical ES7000/4XX System - Rear View 







End-of-Life Disassembly Instructions for Unisys ES7000/4XX 
 


February 5, 2009 Page 4 of 18 


 
1.0   Recycling Miscellaneous Support Equipment  
 
The following rack mounted modules may be present in a Unisys ES7000/4XX system along with the base module: 
 


1) Rack mounted module type 1 - LCD Display/Keyboard: 1U module that contains a large (15 inch ~ 380 
mm) LCD display and a keyboard. Locate these items and dispose of them in a manner that complies with 
applicable national, federal, provincial, state, and local government requirements.   


2) Rack mounted module type 2 - LAN Hub: 1U module that contains printed circuit boards and a power 
supply. Locate these items and dispose of them in a manner that complies with applicable national, federal, 
provincial, state, and local government requirements.  


3) Rack mounted module type 3 - External Service Processor: 1U or 2U microcomputer module that 
contains printed circuit boards, CDs, Disk drives and a power supply. Locate these items and dispose of 
them in a manner that complies with applicable national, federal, provincial, state, and local government 
requirements. 


4) Rack mounted module type 4 - Disk Rack: 2U or 3U module that contains disks and a power supply. 
Locate these items and dispose of them in a manner that complies with applicable national, federal, 
provincial, state, and local government requirements. 


 
The items above are found in typical installations. Some systems may include additional types of equipment that 
must be disposed in a manner that complies with applicable national, federal, provincial, state, and local government 
requirements. 
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2.0    Recycling the ES7000/4XX Base Packaging Modules 
 
The system base packaging items requiring selective treatment are listed in Table 1. Refer to the tables and 
instructions on the next pages for details of how to recycle each of these modules.    
 
Table 1:  Base Packaging Items Requiring Selective Treatment: 
 


Item Description Quantity of Hazardous Items in identified 
One Module or Board 


Module/Board Identification (See page 2 for ID)  1 2 3 4 5 6 7 8 9 10 11 12 


Printed Circuit Boards (PCB) or Printed Circuit Assemblies (PCA) 
(Note: With surface area > 10 cm2 ) 


2 30 4 1 4 3 7 5 1 8 1 1 


Batteries   (Note: All types) 0 0 0 0 1 0 0 0 0 1 0 0 


Mercury (Hg) containing parts 
(Note: Hg in lamps, switches, batteries, display backlights) 


See General Disassembly Procedures of 2.1 


Liquid Crystal Displays (LCD) 
(Note: With surface area > 100 cm2) 


See General Disassembly Procedures of 2.1 


Cathode Ray Tubes (CRT) See General Disassembly Procedures of 2.1 


Capacitors/Condensers containing  PCB/PCT 0 0 0 0 0 0 0 0 0 0 0 0 


Electrolytic Capacitors/Condensers height/diameter > 2.5 cm 0 0 0 0 0 3 7 0 0 0 0 20 


External Electrical Cables/Cords See General Disassembly Procedures of 2.1 


Gas Discharge Lamps 0 0 0 0 0 0 0 0 0 0 0 0 


Parts containing Brominated  
Flame Retardants 


See General Disassembly Procedures of 2.1 


Components containing Toner/Ink/Liquids/Paste/Gel 
(Note: Includes cartridges, print heads, tubes, vent stations, and service 
stations) 


0 0 0 0 0 0 0 0 0 0 0 0 


Components and waste containing Asbestos 0 0 0 0 0 0 0 0 0 0 0 0 


Components, materials and parts containing Refractory Ceramic fibers 0 0 0 0 0 0 0 0 0 0 0 0 


Components and parts containing Radioactive Substances 0 0 0 0 0 0 0 0 0 0 0 0 


Ozone-Depleting substances 
(Note: Chlorofluorocarbons (CFC), Hydro chlorofluorocarbons (HCFC), 
Hydro fluorocarbons (HFC) or Hydrocarbons (HC)) 


0 0 0 0 0 0 0 0 0 0 0 0 


Fluids 0 0 0 0 0 0 0 0 0 0 0 0 


 
Remarks 
(A)  Table 1 lists the maximum number of components inside each module/board.  Depending on the construction, 
there may be more then one module/board present in the Cassin rack. The power supply bin (Item ID 6) can 
accommodate a maximum of six power supplies (Item ID: 7). 
(B):  In addition to items listed in the Table 1, the Cassin system has several fan assemblies (See Image #1, #2).  
Each fan assembly contains one fan control board.  This board is made up of plastic and has surface area > 10 cm2.   
It has no other hazardous material.    
 
Table 2:  Tools Required for Disassembly 
 


Tool Description Tool size or Part number (if applicable) 
Flathead screwdriver Set 
Phillips screwdriver Set 
Torx ® screwdriver Set 
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2.1 General Disassembly Procedures 
The following items should be found during module disassembly and disposed of in a manner that complies with 
applicable national, federal, provincial, state, and local government requirements. 
 


1) Plastic parts and flex cables may or may not contain Bromine as flame retardant, so all plastic parts and 
flex cables shall be considered as having Bromine and disposed of in a manner that complies with 
applicable national, federal, provincial, state, and local government requirements.  


2) Printed circuit assemblies (see quantity in Table 1). 
3) The system may have intermodule signal/power cables/cords.  These cables/cords shall be identified for 


possible hazardous material and they that must be disposed of in a manner that complies with applicable 
national, federal, provincial, state, and local government requirements.  


4) General assessment showed no apparent presence of mercury use (such as mercury switches, etc.) in the 
system.  Though it is banned in U.S., mercury is used as a red pigment with international supplied raw 
material is unknown.  Therefore, red pigment components (such as wires) shall be identified and they must 
be disposed of in a manner that complies with applicable national, federal, provincial, state, and local 
government requirements. 


5) Normally, the system is supplied with neither the CRT nor LCD (having display surface area > 100 cm2).  
If the system is found with the CRT or LCD, then they must be disposed of in a manner that complies with 
applicable national, federal, provincial, state, and local government requirements.  


 
2.2 Special Disassembly Instructions 
 
These additional instructions are provided on items that require more detailed instructions for proper identification 
of the hazardous components. 
 


1) COMP Module Board Battery - The location of the COMP module is identified in Image #1.  The 18U 
rack can have maximum of two COMP modules. Each module incorporates one COMP board.  Remove the 
COMP modules from the rack and unlatch the COMP board. Locate one battery on the COMP board (see 
Image #3).  Remove the battery and dispose it in a manner that complies with applicable national, federal, 
provincial, state, and local government requirements.  


2) PCI Board Battery – The system will accept PCI Adapter Modules (PCIAM) and/or PCI –X Adapter 
Modules (PCIXAM).  The location of the PCIAM/PCIXAM is identified in the Photo 1. The 1650 Ray 
Controller board that incorporates battery can be plugged in either Adapter Modules.  Remove the 
PCIAM/PCIXAM (see Image #4) by unlatching the front lever. Remove the 1650 Ray Controller board 
that has a battery on it.  Locate one battery on the PCI board (see Image #6).  Remove the battery and 
dispose it in a manner that complies with applicable national, federal, provincial, state, and local 
government requirements. 


3) Electrolytic Capacitors >25 mm (Power Supply Bin) – The location of the power supply bin is shown in 
Photo 1.  Pull-out the power supply bin from front of the rack. Remove the rear top cover to access a total 
of three (3) capacitors, see Image #8 and #9.  Pry those capacitors from the bottom board and dispose of 
them in a manner that complies with applicable national, federal, provincial, state, and local government 
requirements.  


4) Electrolytic Capacitors >25 mm (Power Supply) - The power supplies are plug-in modules in the power 
supply bin.  Each of the power supply can be removed from the power supply bin by unlatching the front 
lever.  Access to the electrolytic capacitors can be made by removing the power supply side cover.  Locate 
the seven (7) electrolytic capacitors on each power supply.  Images #14, #15, #16 identify all the 
electrolytic capacitors.   Pry those capacitors from the power supply and dispose of them in a manner that 
complies with applicable national, federal, provincial, state, and local government requirements.  


5) Electrolytic Capacitors >25 mm (Mid-plane) - The access to the mid-plane board can be made by 
removing four processor/memory modules and the IOHM modules from front of the Cassin rack. Locate 
the 20 electrolytic capacitors on the mid-plane; Image #17, #18, #19 and identify all the electrolytic 
capacitors.  Pry those capacitors from the mid-plane board and dispose of them in a manner that complies 
with applicable national, federal, provincial, state, and local government requirements. 
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Image #3: Location of Battery on COMP Board  


 


Image #4: PCIAM or PCIXAM Module 
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Image #6: Location of Battery on 1650 Ray Controller Board  
 


 


Image #7: Power Supply Bin – Rear/Side View 
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Image #8: Power Supply Bin with Rear Cover Removed 


 


Electrolytic Capacitors (3) 


Image #9: Power Supply Bin – Capacitor Location 
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Image #10: Power Supplies in the Bin – System Front View  
 


 


Image #11: Power Supply outside the Bin – Front View 


 


Image #12: Power Supply outside the Bin – Rear View 
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Image #13: Power Supply with Left Side Cover removed 
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 Capacitors (2) Capacitor  


Image #14: Internal Photos of Power Supply –  
Capacitor Location (View 1) 
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Capacitor (1) Capacitor (1) 


Image #15: Internal Photos of Power Supply –  
Capacitor Location (View 2) 
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Capacitors (2) 


Image #16: Internal Photos of Power Supply –  
Capacitor Location (View 3) 


 







End-of-Life Disassembly Instructions for Unisys ES7000/4XX 
 


February 5, 2009 Page 16 of 18 


 
 
 


 


Display 
Panel 
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as C6 to C11 


Capacitors (4), Designated 
as C16 to C19 Capacitors (4), Designated 


as C12 to C15 


Image #17: Midplane  
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Capacitors (6), 
Designated as 


C0 to C5 
Capacitors (6), 
Designated as 


C6 to C11 


Image #18: Midplane –  
Close-up Look for Capacitors C0 to C11 
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Capacitors (4), 
Designated as  


C16 to C19 


Capacitors (4), 
Designated as 


C12 to C15  


Image #19: Midplane –  
Close-up Look for Capacitors C12 to C19 
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Authorization is hereby provided to you to copy this document provided such copies are used for non-commercial 
purposes and solely for use within your organization. No license is granted herein expressly, impliedly, by estoppel 
or otherwise under any patent or to use any trademark of Unisys Corporation or of any other party. No other rights 
under any copyrights of Unisys Corporation or any other party are granted herein, except as expressly stated 
above. This document is subject to change without notice.  
 
For more information, contact: EOL.Disassembly@unisys.com  
 
© 2009 Unisys Corporation. All rights reserved. 


 
Purpose: 
This document describes how to disassemble a device that is no longer in use in order to remove WEEE-identified 
items for disposal.  This document should not be used for any other purpose. 
 
Scope: 
This document is intended for use by end-of-life recyclers and treatment facilities. This document provides basic 
instructions for the disassembly of the specified Unisys-supplied product to remove components and materials 
requiring selective treatment. 


Product Identification:  
Marketing Style Number: Dorado 2XX (ClearPath Plus System) 
Description: The Dorado 2XX system is a large mainframe server. The system is contained in a 36U high cabinet.  
This document lists component quantity for a single Dorado 2XX system. 
 
General Disassembly   
The component modules of the Dorado 2XX system are pluggable. The modules are designed to be removable 
without special tools. The Dorado 2XX system includes the modules listed below.  Their location within the system 
may be found by referring to Images #1, #2 and #10.  
 


1. Air blower (Qty. 6) 
2. MIP computer (Qty. 2)  
3. MIP power supply (Qty. 2) 
4. SCSI I/O (Qty. 1) 
5. CSE feed-through PC assembly (Qty. 2) 
6. Power control PC assembly (Qty. 2) 
7. OSCAR PC assembly (Qty. 2) 
8. Temperature sensor PCA (Qty. 2) 
9. 8-Port switch (Qty. 2) 
10. Operator panel assembly (Qty. 1) 
11. Hard disk drive (Qty. 2) 
12. CD-R//RW Drive (Qty. 2) 
13. AC/DC multiple output power supply (Qty. 16) 
14. MSU motherboard assembly (Qty. 4) 
15. POD assembly (Qty. 4) 
16. Sub-pod assembly (Qty. 8) 
17. 2200 I/O bridge module (Qty. 8) 
18. Mid-plane assembly (Qty. 1) (see Image #10) 


In addition to the above, the Dorado 2XX system may have other related support equipment, including a server 
console workstation and other modules in cabinets next to the Dorado system cabinet. 
 



mailto:EOL.Disassembly@unisys.com
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Image #1: Typical Dorado system - Front View 
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8-Port Ethernet  
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Image #2: Typical Dorado system - Rear View 
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1.0   Recycling of Miscellaneous Support Equipment  
The miscellaneous equipment, including the server console, may be present with the Dorado system.  
 


1) Display monitor/keyboard/mouse. The server console may contain a large (100 mm, or larger in size) 
monitor display, a keyboard and a mouse.  Locate these items and dispose of them in a manner that 
complies with applicable national, federal, provincial, state, and local government requirements. 


 
2) Console server. The external service processor may contain printed circuit boards, CDs, disk drives and a 


power supply. Locate these items and dispose of them in a manner that complies with applicable national, 
federal, provincial, state, and local government requirements. 


 
3)  LAN hub. The LAN hub may contain printed circuit boards and a power supply. Locate these items and 


dispose of them in a manner that complies with applicable national, federal, provincial, state, and local 
government requirements.  


 
The above listed items are typical support items it may include other types of equipment also that shall be disposed 
in a manner that complies with applicable national, federal, provincial, state, and local government requirements    


 
 


2.0    Recycling the Dorado system Packaging modules 
 
The Dorado system base packaging items requiring selective treatment are listed in Table 1.  Refer to the tables and 
instructions on the next pages for details of how to recycle each of these modules.    
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Table 1:  Dorado system Items Requiring Selective Treatment 
 


Item Description Quantity of Hazardous Items in identified  
One Module or Board 


Module/Board Identification  
(See page 2 for ID)  


1 2 3 4 5 6 7 8 9 10 11 12 


Printed Circuit Boards (PCB) 
or Printed Circuit Assemblies 
(PCA) 
(Note: With surface area > 10 
cm2 ) 


1 7 1 1 1 1 1 1 1 1 1 1 


Batteries   (Note: All types) 0 1 0 0 0 0 0 0 0 0 0 0 
Mercury (Hg) containing parts 
(Note: Hg in lamps, switches, 
batteries, display backlights) 


See General Disassembly Procedures in 2.1 


Liquid Crystal Displays (LCD) 
(Note: With surface area > 
100 cm2) 


0 0 0 0 0 0 0 0 0 1 0 0 


Cathode Ray Tubes (CRT) See General Disassembly Procedures in 2.1 
Capacitors/Condensers 
containing  PCB/PCT 


0 0 0 0 0 0 0 0 0 0 0 0 


Electrolytic 
Capacitors/Condensers 
height/diameter > 2.5 cm 


2 2 6 0 0 0 0 0 0 0 0 0 


External Electrical 
Cables/Cords See General Disassembly Procedures in 2.1 


Gas Discharge Lamps 0 0 0 0 0 0 0 0 0 0 0 0 
Parts containing Brominated  
Flame Retardants See General Disassembly Procedures in 2.1 


Components containing 
Toner/Ink/Liquids/Paste/Gel 
(Note: Includes cartridges, 
print heads, tubes, vent 
stations, and service stations) 


0 0 0 0 0 0 0 0 0 0 0 0 


Components and waste 
containing Asbestos 


0 0 0 0 0 0 0 0 0 0 0 0 


Components, materials and 
parts containing Refractory 
Ceramic fibers 


0 0 0 0 0 0 0 0 0 0 0 0 


Components and parts 
containing Radioactive 
Substances 


0 0 0 0 0 0 0 0 0 0 0 0 


Ozone-Depleting substances 
(Note: Chlorofluorocarbons 
(CFC), Hydro 
chlorofluorocarbons (HCFC), 
Hydro fluorocarbons (HFC) or 
Hydrocarbons (HC)) 


0 0 0 0 0 0 0 0 0 0 0 0 


Fluids 0 0 0 0 0 0 0 0 0 0 0 0 


 
(Cont.) 
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Table 1:  Dorado system Items Requiring Selective Treatment (Cont.) 
 


Item Description Quantity of Hazardous Items in identified  
One Module or Board 


Module/Board Identification 
(See page 2 for ID)  


13 14 15 16 17 18 - - - - - - 


Printed Circuit Boards (PCB) 
or Printed Circuit Assemblies 
(PCA) 
(Note: With surface area > 10 
cm2 ) 


2 30 4 1 4 3 0 0 0 0 0 0 


Batteries   (Note: All types) 0 0 0 0 1 0 0 0 0 0 0 0 


Mercury (Hg) containing parts 
(Note: Hg in lamps, switches, 
batteries, display backlights) 


See General Disassembly Procedures in 2.1 


Liquid Crystal Displays (LCD) 
(Note: With surface area > 
100 cm2) 


0 0 0 0 0 0 0 0 0 0 0 0 


Cathode Ray Tubes (CRT) See General Disassembly Procedures in 2.1 
Capacitors/Condensers 
containing  PCB/PCT 


0 0 0 0 0 0 0 0 0 0 0 0 


Electrolytic 
Capacitors/Condensers 
height/diameter > 2.5 cm 


29 0 0 0 0 54 0 0 0 0 0 0 


External Electrical 
Cables/Cords 


See General Disassembly Procedures in 2.1 


Gas Discharge Lamps 0 0 0 0 0 0 0 0 0 0 0 0 
Parts containing Brominated 
Flame Retardants 


See General Disassembly Procedures in 2.1 


Components containing 
Toner/Ink/Liquids/Paste/Gel 


(Note: Includes cartridges, 
print heads, tubes, vent 
stations, and service stations) 


0 0 0 0 0 0 0 0 0 0 0 0 


Components and waste 
containing Asbestos 


0 0 0 0 0 0 0 0 0 0 0 0 


Components, materials and 
parts containing Refractory 
Ceramic fibers 


0 0 0 0 0 0 0 0 0 0 0 0 


Components and parts 
containing Radioactive 
Substances 


0 0 0 0 0 0 0 0 0 0 0 0 


Ozone-Depleting substances 
(Note: Chlorofluorocarbons 
(CFC), Hydro 
chlorofluorocarbons (HCFC), 
Hydro fluorocarbons (HFC) or 
Hydrocarbons (HC)) 


0 0 0 0 0 0 0 0 0 0 0 0 


Fluids 0 0 0 0 0 0 0 0 0 0 0 0 
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Remarks 
Table 1 lists the maximum number of components inside each module/board.  Depending on the items inside the 
supplied Dorado system, there may be more then one module/board present in the Dorado rack. In the above list of 
Module/Board Identification, the numbers in the bracket refers to the maximum number of modules/boards that can 
be present in the 36U Dorado cabinet.  


 
Table 2:  Tools Required for Disassembly 
 


Tool Description Tool size or Part number (if applicable) 
Flat head screwdriver Set 
Phillips screwdriver Set 
Torx ® screwdriver Set 


 
2.1 General Disassembly Procedures 
 
The following items should be found during a general dissembling of the Dorado system modules and disposed of in 
a manner that complies with applicable national, federal, provincial, state, and local government requirements. 
 


1) Plastic parts and flex cables of the Dorado system may contain Bromine as flame retardant, therefore all the 
plastic parts >25 grams in weight and flex cables shall be considered as having Bromine and therefore they 
must be disposed of in a manner that complies with applicable national, federal, provincial, state, and local 
government requirements. 


2) Printed circuit assemblies (see quantity in Table 1). 
3) The Dorado system may have inter-module signal/power cables/cords.  These cables/cords shall be 


identified for possible hazardous material and they must be disposed of in a manner that complies with 
applicable national, federal, provincial, state, and local government requirements.  


4) General assessment showed no apparent presence of mercury use (such as mercury switches, etc.) in the 
Dorado system.  Though it is banned in U.S., mercury is sometimes used as a red pigment by international 
suppliers.  Therefore, components (such as wires) with red pigments shall be treated as if they contain 
mercury and must be disposed of in a manner that complies with applicable national, federal, provincial, 
state, and local government requirements.  


5) Normally, the Dorado system is supplied with the CRT (having display surface area > 100 cm2).  If the 
Dorado system is found with the CRT, then it must be disposed of in a manner that complies with 
applicable national, federal, provincial, state, and local government requirements.  
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2.2 Special Disassembly Instructions 
These additional instructions are provided on items that require more detailed instructions for proper identification of the 
hazardous components. 
 


1) MIP computer board battery - The location of the MIP computer module is identified in the Image #1.  The 
36U Dorado rack can have maximum of two MIP computers.  Each MIP computer incorporates one mother 
board on which battery is located.  Remove the MIP computer from the Dorado system by unscrewing the 
four (4) hex screws.  Remove five (5) flat screws to remove the top cover for accessing the mother board.  
Locate one battery on the COMP board (see Image #3).  Remove the battery and dispose of it in a manner that 
complies with applicable national, federal, provincial, state, and local government requirements. 


2) PCI board battery – The Dorado system includes 2200 I/O bridge module.  The location of the 2200 I/O 
Bridge Module is identified in the Image #1.  Remove the module (see Image #4) by unlatching the front 
lever.   Locate one battery on the board (see Image #4).  Remove the battery and dispose it in a manner that 
complies with applicable national, federal, provincial, state, and local government requirements.   


3) Electrolytic capacitors >25 mm (air blower) – The location of the air blower is identified in the Image #1.  
The 36U Dorado rack can have maximum of six air blowers.  Each air blower incorporates two (2) capacitors 
on the PC board; see Image #6 for location of the caps.  Remove the capacitors and dispose of them in a 
manner that complies with applicable national, federal, provincial, state, and local government requirements.  


4) Electrolytic capacitors >25 mm (MIP computer) – The location of the MIP computer module is identified 
in the Image #1.  The 36U Dorado rack can have maximum of two MIP computers.  Each MIP computer 
incorporates one mother board on which battery is located.  Remove the MIP computer from the Dorado 
system by unscrewing the four (4) hex screws.  Remove five (5) flat screws to remove the top cover for 
accessing the mother board.  Locate two (2) capacitors on the motherboard board (see Image #7).  Remove 
the capacitors and dispose of them in a manner that complies with applicable national, federal, provincial, 
state, and local government requirements.  


5) Electrolytic capacitors >25 mm (MIP power supply) - The MIP power supply is a subassembly of the MIP 
computer.  Remove the power supply and CD assembly by unscrewing the thumb screw.  Remove three hex 
screws for assessing the inside of the power supply.   Locate two (2) capacitors on the motherboard board (see 
Image #8).  Pry those capacitors from the power supply and dispose of them in a manner that complies with 
applicable national, federal, provincial, state, and local government requirements. 


6) Electrolytic capacitors >25 mm (AC/DC multiple output power supply) - The location of the AC/DC 
multiple output power supplies are identified in the Image #1.  The 36U Dorado rack can have maximum of 
16 power supplies.  Each power supply incorporates 29 capacitors on the PC board; see Image #9 for location 
of the caps.  Remove the capacitors and dispose of them in a manner that complies with applicable national, 
federal, provincial, state, and local government requirements. 


7) Electrolytic Capacitors >25 mm (mid-plane) - The access to the mid-plane board can be made by removing 
the POD assembly from front of the Dorado rack.  Locate the 54 electrolytic capacitors on the mid-plane.  
Image #10 identifies the electrolytic capacitors.   Pry those capacitors from the mid-plane board and dispose 
of them in a manner that complies with applicable national, federal, provincial, state, and local government 
requirements. 
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Battery 
 
 
 
 


Image #3: Location of Battery on MIP computer  
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Battery 


 
 
 


Image #4: Location of Battery on 2200 I/O Bridge Module 
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Image #5: Air Blower Outside Dorado Rack  
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Capacitors 
(2) 


 
 
 
 
 
 
 


Image #6: Location of Capacitors inside the Air Blower  
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Capacitors 
(2) 


 
 
 
 


Image #7: Location of Capacitors inside the MIP computer 
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Electrolytic Capacitors (2) Electrolytic Capacitors (2) 


 
 
 
Electrolytic Capacitors (2) 


 
 


Image #8: Location of Capacitors inside the MIP Power 
Supply 
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Image #9: AC/DC Multiple Output Power Supply 
 – Capacitor Location 
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Electrolytic Capacitors 


 
Image #10: Mid-plane – Capacitor Location 
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Authorization is hereby provided to you to copy this document provided such copies are used for non-commercial purposes and solely for use within your organization. No license is granted herein expressly, impliedly, by estoppel or otherwise under any patent or to use any trademark of Unisys Corporation or of any other party. No other rights under any copyrights of Unisys Corporation or any other party are granted herein, except as expressly stated above. This document is subject to change without notice.  

 

© 2015 Unisys Corporation. All rights reserved. 

 

Purpose: 

This document describes how to disassemble a device that is no longer in use in order to remove WEEE-identified items for disposal.  This document should not be used for any other purpose. 

 

Scope: 

This document is intended for use by end-of-life recyclers and treatment facilities. This document provides basic instructions for the disassembly of the specified Unisys supplied product and for removal of components and materials requiring selective treatment. 

 

Product Identification:  

Marketing Style Number: Clearpath Dorado D4000, D4100, D4200, D4300, D6300, D8300 and Libra L4000, L4100, L4200, L4300, L6200, L6300, L8200 and L8300.

Description: Large Dell server based systems (see note below and figure 1 below) 

 

General Disassembly   

The major component modules are listed below.  Their location within the system may be found by referring to Image #1.  

 

Note: A configuration may consist of: 

 

1. Dell Server modules (1U, 2U or 3U modules)

2. LCD display drawer (1U module) 

3. Infiniband Switches  (1U module) 

4. Netgear LAN switch (1U module) 

5. Wipro IO Module (4U module)

















Dell Server Teardown Instructions;



1) Look for Dell Service Tag located either at the rear or the side of the server.  Example shown below.



[image: ]



2) Click on the following link to access Dell server manuals;



Dell PowerEdge Tear-down Instructions





The following is displayed;



[image: ]





From the Web page displayed click on the link indicated at the bottom of the “Product Disassembly Instructions” section.









Then the following is displayed;



[image: ]

 

Enter the Dell Service Tag number indicated on the server that is being disassembled in the field shown above, then click the submit button.  

For example for the service tag shown in step 1 of this procedure (1BVJN22) the following is displayed;



[image: ] 



Click on the “PDF” link and the associated manual will be displayed showing all of the components for this server model.









The picture below shows 1U, 2U and 3U Dell servers installed in a 42U frame
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Infiniband Switch Disassembly Instructions



Picture below shows a rear cabinet view of a Mellanox Infiniband switch with two 12 port switches installed;



[image: ]

















Picture below shows a rear cabinet view of a Mellanox Infiniband 36 port switch installed;
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 Link to Mellanox disassembly instructions for Infiniband switches;



http://www.mellanox.com/related-docs/prod_ib_switch_systems/1U_SwitchX_systems_dismantling_guide.pdf







Netgear Switch Aids to Disassembly Documents



24 Port Switch;
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48/52 Port Switch;
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28 Port Switch;
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Wipro IO Module Front View Top Cover Removal
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Wipro IO Module Internal Part Removal Instruction Label # 1
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Wipro IO Module Internal Part Removal Instruction Label # 2
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Wipro IO Module Internal Part Removal Instruction Label # 3



[image: ]









Wipro IO Module Internal View Front to Rear
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Wipro IO Module Internal View Front to Rear
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Wipro IO Module Internal View w/IO cards
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NOTES:   
  
1. THE MATERIALS AND MANUFACTURING METHODS USED IN THE FABRICATION OF THIS 
   ASSEMBLY MUST COMPLY WITH  SPECIFICATION.
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7D    ITEM 5 (WIRE MOUNT) SHALL BE PASTED ON  CHASSIS OF ITEM 1, LOCATION AS SHOWN.
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ITEM P/N DESCRIPTION QT'Y U/M REMARK



1 1 CHASSIS-GS748T-48PORT



2 2 FAN-4040-28_PIA040H12M-P01-AB



3 1 SCREW_M4_L6_GROUNDING



4 4 SCREW_T4_L6_SINK



5 1 CKW-01-UQW



6 1 FXN-AC_IN_RECEPTACLE-S_70



7 1 INSULATOR-PSU-60W_GS748T



8 1 INSULATOR_BOTTOM_GS748T



9 1 PARTITION_PSU_GS748T
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NOTES:   
  
7. METHOD OF JOINING ASSEMBLY AND QUANTITY OF JOINTS SHALL COMPLY WITH THE 
   FOLLOWING SPECIFICATIONS.
 
7E    ITEM 4 (M/B) ASSEMBLY ON CHASSIS OF ITEM 1, THEN TO USE SCREW OF ITEM 14 TO FIX IT,  
       FIRSTLY TO FIX THE SCREW OF FRONT SIDE, LOCATION AS SHOWN.
 
7F    ITEM 11 (LIGHTPIPE) ASSEMBLY ON MB OF ITEM 4, THEN TO USE SCREW OF ITEM 15 TO FIX IT,  LOCATION AS SHOWN.
 
7G    ITEM 13 (PSU) ASSEMBLY ON CHASSIS OF ITEM 1, THEN TO USE SCREW OF ITEM 14 TO FIX IT,  LOCATION AS SHOWN.
 
7H    ITEM 2 & 7 (CABLE) ASSEMBLY ON MB OF ITEM 4, AND TO USE TAPE OF ITEM 9 TO FIX LED CABLE 
      ON FAN, LOCATION AS SHOWN.
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ITEM P/N DESCRIPTION QT'Y U/M REMARK



1 1 ASSY-CHASSIS-GS748T-48PORT



2 1 CABLE_LED_GS748T



3 1 COVER-TOP-GS748T-48PORT



4 1 MB-GS748T-48PORT-ASM



5 9 SCREW_M3_L4_SINK_THIN



6 M2L4 2 SCREW_M2_L4_P



7 1 CABLE_PSU_GS748T



8 1 LED_BOARD_GS748T-48PORT



9 1 LED_CABLE_TAPE



10 1 LED_SPONGE_XS712T



11 6 LIGHTPIPE_LEM-166_STRAIGHT



12 1 PANEL_GS748T



13 1 PSU_60W



14 13 SCREW_M3_L4_1JRPMC-030420B



15 6 SCREW_M3_L6_1JRPMC-030600
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NOTES:   
  
7. METHOD OF JOINING ASSEMBLY AND QUANTITY OF JOINTS SHALL COMPLY WITH THE 
   FOLLOWING SPECIFICATIONS.
 
7I    COVER OF ITEM 3 ASSEMBLY ON CHASSIS OF ITEM 1, AND TO USE SCREW OF ITEM 5 TO FIX IT,  LOCATION AS SHOWN.
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SCALE  0.500
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ITEM P/N DESCRIPTION QT'Y U/M REMARK



1 1 ASSY-CHASSIS-GS748T-48PORT



2 1 CABLE_LED_GS748T



3 1 COVER-TOP-GS748T-48PORT



4 1 MB-GS748T-48PORT-ASM



5 9 SCREW_M3_L4_SINK_THIN



6 M2L4 2 SCREW_M2_L4_P



7 1 CABLE_PSU_GS748T



8 1 LED_BOARD_GS748T-48PORT



9 1 LED_CABLE_TAPE



10 1 LED_SPONGE_XS712T



11 6 LIGHTPIPE_LEM-166_STRAIGHT



12 1 PANEL_GS748T



13 1 PSU_60W



14 13 SCREW_M3_L4_1JRPMC-030420B



15 6 SCREW_M3_L6_1JRPMC-030600
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NOTES:   
  
7. METHOD OF JOINING ASSEMBLY AND QUANTITY OF JOINTS SHALL COMPLY WITH THE 
   FOLLOWING SPECIFICATIONS.
 
7J     ITEM 10 (SPONGE) SHALL BE PASTED ON  LED BOARD OF ITEM 8,  LOCATION AS SHOWN.
 
7K     ITEM 8 (LED BD) ASSEMBLY ON PANEL OF ITEM 12, THEN TO USE SCREW OF ITEM 6 TO FIX IT,  LOCATION AS SHOWN.
 
7L     PANEL ASSEMBLY PARTS CONNECTED LED CABLE OF ITEM 2, THEN ASSEMBLY IT ON CHASSIS OF ITEM 1,
       AND TO USE SCREW OF ITEM 5 TO FIX IT, LOCATION AS SHOWN.
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ITEM P/N DESCRIPTION QT'Y U/M REMARK



1 1 ASSY-CHASSIS-GS748T-48PORT



2 1 CABLE_LED_GS748T



3 1 COVER-TOP-GS748T-48PORT



4 1 MB-GS748T-48PORT-ASM



5 9 SCREW_M3_L4_SINK_THIN



6 M2L4 2 SCREW_M2_L4_P



7 1 CABLE_PSU_GS748T



8 1 LED_BOARD_GS748T-48PORT



9 1 LED_CABLE_TAPE



10 1 LED_SPONGE_XS712T



11 6 LIGHTPIPE_LEM-166_STRAIGHT



12 1 PANEL_GS748T



13 1 PSU_60W



14 13 SCREW_M3_L4_1JRPMC-030420B



15 6 SCREW_M3_L6_1JRPMC-030600
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Product End-of-Life Instructions Dell Inc.

PRODUCT FAMILY
Power Edge Server Family

PURPOSE

The intent of this document is to provide guidance to recyclers on the presence of materials and components
at the product / family level, as required by the EU WEEE Directive 2002/96/EC. This document should also
help direct recyclers to proper methods for removing parts and general product disassembly instructions.

PRODUCT DISASSEMBLY INSTRUCTIONS

Most parts can be removed easily by hand. In some cases common household tools such as Philips and/or
flat-head screw drivers may be necessary. To remove discrete components such as the electrolytic capacitors,
needle-nose pliers may be helpful. Instructions for removing parts in each product can be found in the User
Documentation originally provided with the product. This documentation can be found online:
http://support.dell.com/support/systemsinfo/documentation.aspx?c=us&cs=19&|=en&s=dhs&~cat=12&~subcat
=89.
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